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Abstract
Robust automatic speech recognition in adverse environments is a challenging task. We address the 4th CHiME challenge [1] multi-channel tracks by proposing a deep eigenvector beamformer as front-end. To train the acoustic models, we propose to supplement the beamformed data by the noisy audio streams of the individual microphones provided in the real set. Furthermore, we perform data augmentation by modulating the amplitude and time-scale of the audio. Our proposed system achieves a word error rate of 4.22% on the real development and 8.98% on the real evaluation data for 6-channels and 6.45% and 13.69% for 2-channels, respectively.

1. Background
This report describes our proposed ASR system for the 6- and 2-channel task of the 4th CHiME challenge. The proposed modifications of the baseline system are:

- As multi-channel front-end we employ an optimal multi-channel Wiener filter, which consists of an eigenvector GSC beamformer and a single-channel postfilter. Both components depend on a speech presence probability mask, which we learn using a deep neural network (DNN).
- In addition to the beamformed signals we use noisy multi-channel real data to train the acoustic model of the ASR, i.e. we perform multi-channel training.
- We perform data augmentation by modulating the signal amplitude (volume perturbation) and time-scale modifications (speed perturbation).
- We perform sequential language model rescoring using (gated) RNNs.
- We combine multiple systems with a lattice-based approach which uses minimum Bayes risk decoding.

A detailed introduction of the individual components and relevant literature are provided in the next section.

2. Robust Multi-Channel ASR System
Figure 1 shows the block diagram of the proposed multi-channel ASR system including the data augmentation and multi-channel training of the recognizer. Each processing step is detailed in the following sections.
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2.1. Deep Eigenvector Beamformer
As multi-channel speech enhancement front-end we employ a deep eigenvector beamformer, which consists of a generalized sidelobe canceller (GSC) beamformer [2–6], followed by a single-channel postfilter. The GSC consists of a steering vector \( \hat{F} \), a blocking matrix \( B \), and an adaptive interference canceller, such that: \( W = \hat{F} - BH_{AIC} \). The GSC block diagram is given in Figure 2. The steering vector \( \hat{F} \) has to model the acoustic transfer functions (ATFs) from the speaker to the microphones [7]. Usually this is done by a direction of arrival (DOA) estimation. However, this method does not include the complex propagation paths present in the CHiME4 data. Therefore we use the dominant eigenvector of the speech PSD matrix \( \hat{\Phi}_{SS} \) as steering vector \( \hat{F} \), such that the beamformer is directed towards the speech source in signal subspace. This allows the beamformer to account for early echoes and reverberation of the speaker signal [7–9]. Hence, we refer to this beamformer as eigenvector GSC (EV-GSC).

Using the steering vector \( \hat{F} \), the blocking matrix is given as \( B = I - F F^H \). The adaptive interference canceller \( H_{AIC} \) is learned using an adaptive NLMS filter [10]. The single-channel postfilter consists of a real-valued gain mask \( G = \xi I \), which is obtained from the SNR \( \xi \) at the beamformer output. It is given as \( \xi = \frac{W^H \hat{\Phi}_{SS} W}{W^H \hat{\Phi}_{SS} \hat{\Phi}_{SS} W} \). The SNR depends on both the speech and noise PSD matrices, which are estimated using a time and frequency dependent speech presence probability \( p_{SPP} \).

We use a DNN to learn \( p_{SPP} \) from the dominant eigenvector of the PSD matrix of the noisy inputs. As we are operating in the frequency domain, each frequency bin is assigned to a kernel as shown in Figure 3. The feature vector \( x_k \) for each kernel consists of the cosine distance between the eigenvectors of 5 consecutive frames. This introduces some context-
sensitivity into our model. The DNN of each kernel uses a hybrid model with a generative and a discriminative component [11]. The generative component consists of two autoencoder layers, which perform unsupervised clustering of the input data \( x_k \). The autoencoder kernels operate independently for each frequency bin. We used 20 neurons in the first layer, and 10 neurons in the second layer. The discriminative component consists of a regression layer which fuses the activations of all 10 neurons in the second layer. The discriminative component outputs a probability \( p_{SPP}(x_k) \). Figure 3 illustrates the kernelized DNN used in our system.

For more details on the EV-GSC beamformer and the kernelized DNN, we refer the reader to [12]. We use the same architecture for the 2ch and 6ch track, as the training data is the same for both tracks.

2.2. ASR

The ASR system employs a hybrid DNN architecture which is implemented with the Kaldi toolkit [13]. We do not only use the beamformed data for training but add the noisy channels of the real data (except for channel 2 which faces backwards). With this multi-channel training (MC) we can both compensate for the small amount of training data and make the acoustic model less sensitive to noise that might be left over in the evaluation data. In the evaluation stage we still use only the beamformed signals.

The GMM system uses 13 MFCCs and their deltas and delta-deltas. The DNN uses 40 fMLLR features extracted from this GMM system. For the DNN the data is augmented with speed-perturbed copies of the original data. Additionally, the data is volume-perturbed for greater robustness \((pert)\). The DNN is then generatively pre-trained using restricted Boltzmann machines. The DNN has 6 hidden layers and is trained with a state-level minimum Bayes risk \((sMBR)\) criterion. The results which have been obtained in this way are then rescored with a Kneser-Ney smoothed 5-gram model \((5-gram)\), a recurrent neural network language model \((RNNLM)\) and a gated RNNLM \((GRNNLM)\). The two RNNLMs consist of a single hidden layer with 300 and 500 neural units, respectively.

We perform system combination by first combining the lattices of the system with perturbed training data \((pert)\), the system with multi-channel training \((MC)\) and the system that uses both \((MC + pert)\). We then decode the resulting lattices with an sMBR criterion.

3. Experimental Evaluation

Table 1 shows the results of our systems for the 6-channel and 2-channel tasks of the 4th CHiME challenge. For each data set the best score for a single system and for system combination is in boldface. Due to time constraints we report only those results for the 2-channel task which uses the system architecture that we have found to be optimal for the 6-channel task \((Sc)\). Therefore the following comparison focuses on the 6-channel task.

On average over the test sets, our proposed EV-GSC beamformer of S2 performs 2% WER better than the baseline Beamformer of S1, i.e. 7.95% WER vs. 9.98% WER for the RNNLM-rescored DNN. However, this performance improvement is the least pronounced for the real evaluation data. Data augmentation through speed perturbation and volume perturbation \((pert)\) of S3 results in an improvement of 0.74% WER on average, i.e. 7.20% WER vs. 7.95% WER. Multi-channel \((MC)\) training of S4 leads to an improvement of 0.80% WER on average, i.e. 7.15% WER vs. 7.95% WER. Both multi-channel training and amplitude and time-scale perturbation \((MC+pert)\) of S5 results in an improvement of 1.19% WER on average, i.e. 6.75% WER vs. 7.95% WER. Further rescoring with the gated RNNLM leads to a small improvement of 0.04% WER. The best results for 6-channels are achieved by a combination of systems S3, S4, and S5 as S6. In particular, we obtain a WER of 8.98% and 7.02% on the real and simulated test set, respectively.

Table 2 shows the individual results for each environment of our best system for the 6- and 2-channel track. For both systems, performance on the real evaluation data set is considerably worse for BUS than for any other environment.
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### Table 1: Average WER (%) for the tested systems.

<table>
<thead>
<tr>
<th>Track</th>
<th>System</th>
<th>Dev</th>
<th>Test</th>
<th>Tag</th>
<th>ASR</th>
<th>Data</th>
<th>BF</th>
<th>real</th>
<th>simu</th>
<th>real</th>
<th>simu</th>
<th>BF</th>
<th>real</th>
<th>simu</th>
</tr>
</thead>
<tbody>
<tr>
<td>2ch</td>
<td>S5</td>
<td>GMM</td>
<td>MC</td>
<td>EV-GSC</td>
<td>14.16</td>
<td>15.11</td>
<td>16.33</td>
<td>19.12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6ch</td>
<td>S1</td>
<td>GMM</td>
<td>MC</td>
<td>EV-GSC</td>
<td>12.78</td>
<td>14.87</td>
<td>23.13</td>
<td>23.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>S2</td>
<td>DNN</td>
<td>MC + pert</td>
<td>EV-GSC</td>
<td>11.21</td>
<td>11.92</td>
<td>23.41</td>
<td>16.13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>S3</td>
<td>DNN</td>
<td>MC + pert</td>
<td>EV-GSC</td>
<td>11.05</td>
<td>11.77</td>
<td>19.65</td>
<td>15.93</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>S4</td>
<td>GMM</td>
<td>MC</td>
<td>EV-GSC</td>
<td>7.65</td>
<td>8.03</td>
<td>13.53</td>
<td>10.89</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>S5</td>
<td>GMM</td>
<td>MC</td>
<td>EV-GSC</td>
<td>4.22</td>
<td>4.73</td>
<td>8.98</td>
<td>7.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 2: WER (%) per environment for the best system.

<table>
<thead>
<tr>
<th>Track</th>
<th>Envir.</th>
<th>Dev</th>
<th>Test</th>
<th>Tag</th>
<th>ASR</th>
<th>Data</th>
<th>BF</th>
<th>real</th>
<th>simu</th>
<th>real</th>
<th>simu</th>
<th>BF</th>
<th>real</th>
<th>simu</th>
</tr>
</thead>
<tbody>
<tr>
<td>2ch</td>
<td>BUS</td>
<td>8.35</td>
<td>7.24</td>
<td>19.46</td>
<td>9.28</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>CAF</td>
<td>5.78</td>
<td>10.80</td>
<td>13.41</td>
<td>16.92</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PED</td>
<td>4.23</td>
<td>5.86</td>
<td>12.07</td>
<td>15.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>STR</td>
<td>4.85</td>
<td>5.56</td>
<td>7.79</td>
<td>7.86</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6ch</td>
<td>BUS</td>
<td>5.25</td>
<td>3.79</td>
<td>13.72</td>
<td>4.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>CAF</td>
<td>3.98</td>
<td>5.99</td>
<td>7.12</td>
<td>7.37</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PED</td>
<td>2.79</td>
<td>3.58</td>
<td>7.31</td>
<td>8.29</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>STR</td>
<td>4.85</td>
<td>5.56</td>
<td>7.79</td>
<td>7.86</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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