Audio-Visual Speech Recognition for a Person with Severe Hearing Loss Using Deep Canonical Correlation Analysis
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Abstract

Recently, we proposed an audio-visual speech recognition system based on a neural network for a person with an articulation disorder resulting from severe hearing loss. In the case of a person with this type of articulation disorder, the speech style is quite different from that of people without hearing loss, making a speaker-independent acoustic model for unimpaired persons more or less useless for recognizing it. Our proposed system has shown high performance; however, some problems remain. Although the feature extraction networks are trained using the phone labels as the target class, it is difficult to obtain the correct alignment for their speech. Also, it is necessary to consider a gap between audio and visual feature spaces to treat the different modalities. In this paper, we propose a feature extraction method using deep canonical correlation analysis to tackle these weaknesses. The effectiveness of this approach was confirmed through word-recognition experiments in noisy environments, where our feature extraction method outperformed the conventional methods.
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1. Introduction

In recent years, a number of assistive technologies using information processing have been proposed; for example, sign language recognition using image recognition technology [1] and text reading systems from natural scene images [2]. In this study, we focused on communication-assistive technology for a physically unimpaired person to enable him or her to communicate with a person with an articulation disorder resulting from severe hearing loss.

Some people with hearing loss who have received speech training, or who lost their hearing after learning to speak, can communicate using spoken language. However, in the case of automatic speech recognition (ASR), their speech style is so different from that of people without hearing loss that a speaker-independent (audio-visual) ASR model for unimpaired persons is of little use for recognizing such speech as described in Section 5.1. Matsumasa et al. [3] researched an ASR system for articulation disorders resulting from cerebral palsy, and reported the same problem. Najnin et al. [4] investigated the relationship between a hearing-impaired individual’s speech and his hearing loss.

The performance of speech recognition systems generally degrades in a noisy environment. For people with hearing loss, because they do not hear ambient sound, they cannot control the volumes of their voices and their speaking style in a noisy environment, and it is difficult, those who are physically unimpaired, to recognize utterances using only the speech signal. In such cases, we try to read the lips of the speaker to compensate for the reduction in recognition accuracy. For people with hearing problems, lip reading is one communication skill that can help them communicate better. In the field of speech processing, audio-visual speech recognition has been studied for robust speech recognition under noisy environments [5, 6, 7]. In this paper, we investigate an audio-visual speech recognition approach for articulation disorders resulting from severe hearing loss.

Recently, we proposed bottleneck feature extraction [8] from audio and visual features for a hearing-impaired person using convolutive bottleneck networks (CBN), which stack multiple layers of various types (such as a convolution layer, a pooling layer, and a bottleneck layer) [9] forming a deep network. Thanks to the convolution and pooling operations, we can train the convolutional neural network (CNN) robustly to deal with the small local fluctuations of an input feature map. In some tandem approaches using deep learning, an output layer plays a classification role, and output units are used as a feature vector for a recognition system, where phone labels are used as a teaching signal for an output layer. However, in the case of an articulation disorder, the phone label estimated by forced alignment may not be correct. An approach based on CBN [10] uses a bottleneck layer as a feature vector for a recognition system, where the number of units is extremely small compared to the adjacent layers, following the CNN layers. Therefore, the bottleneck layer is a better feature than an output layer, which is strongly influenced by some wrong phone labels because it is expected that the bottleneck layer can aggregate the propagated information and extract fundamental features included in an input map. In this paper, we investigate another approach to tackle this alignment problem—unsupervised learning.

In multi-view learning, deep canonical correlation analysis (DCCA) [11], which is non-linearly-extended canonical correlation analysis (CCA), has been proposed. DCCA has two deep neural networks and simultaneously learns nonlinear mappings (both networks) of two modalities that are maximally correlated. CCA is a statistical method for dealing with the correlation between sets of two variables, finding linear projection vectors. Unlike CCA, DCCA is a parametric method, and it can learn the complex transformations of two views. DCCA has been applied to several audio classification tasks [12, 13], and improved [14]. The DCCA objective function is optimized in an unsupervised manner over the actual data; therefore, it is not necessary to use some wrong phone labels for training networks.

In most multimodal speech recognition systems, audio and visual features are integrated by just concatenating these features. Because the audio and visual features are intrinsically different, and a gap between audio and visual feature spaces may cause undesirable effects in speech recognition. Applying
DCCA, gaps between two feature spaces are reduced, and we expect to obtain more complementary features for speech recognition. We will show in this paper that our proposed feature can achieve better recognition performance in noisy environments.

The rest of this paper is organized as follows: In Section 2, we review CCA and DCCA. In Section 3, our proposed methodology is explained. In Section 4, the experimental data are evaluated, and the final section is devoted to our conclusions.

## 2. Preliminaries

In this section, we review CCA and DCCA, where two views represent the audio and visual features.

### 2.1. Canonical Correlation Analysis

Let $X_{\text{audio}} \in \mathbb{R}^{d_1 \times N}$, $X_{\text{visual}} \in \mathbb{R}^{d_2 \times N}$ denote audio and visual features with $N$ samples where the sample mean of these matrices is normalized to zero, and $d_1$ and $d_2$ represent the dimensions of the audio and visual features, respectively. In CCA, the correlation coefficient is calculated as follows:

$$
\rho(a, b) = \text{corr}(a^\top X_{\text{audio}}, b^\top X_{\text{visual}}) = \frac{\text{tr}(\Sigma_{av})}{\sqrt{\text{tr}(\Sigma_{aa})\text{tr}(\Sigma_{vv})}},
$$

where $a \in \mathbb{R}^{d_1}$, $b \in \mathbb{R}^{d_2}$ are the projection vectors, which are parameters of CCA, and $\Sigma_{aa} = \frac{1}{N}X_{\text{audio}}^\top X_{\text{audio}}$, $\Sigma_{vv} = \frac{1}{N}X_{\text{visual}}^\top X_{\text{visual}}$, $\Sigma_{av} = \frac{1}{N}X_{\text{audio}}^\top X_{\text{visual}}$, the covariance matrix of $X_{\text{audio}}$ and $X_{\text{visual}}$, respectively. Since $\rho(a, b)$ is invariant to scaling of $a$ and $b$, we assume that each standard variance of denominator in Eq. (2) has one; that is the projections are constrained to have unit variance.

$$
\max_{a, b} \text{tr}(\Sigma_{av}) \text{ subject to } a^\top \Sigma_{aa} a + b^\top \Sigma_{vv} b = 1
$$

If we use $L \leq \min(d_1, d_2)$ pairs of linear projection vectors, the projection matrices for audio and visual features are formed as $U \in \mathbb{R}^{d_1 \times L}$ and $V \in \mathbb{R}^{d_2 \times L}$, respectively. We obtain the following formulation to identify the projection matrices $A$ and $B$:

$$
\text{maximize } \text{tr}(A^\top \Sigma_{av} B) \text{ subject to } A^\top \Sigma_{aa} A + B^\top \Sigma_{vv} B = I,
$$

where $\text{tr}(\cdot)$ and I indicate the sum of the elements on the main diagonal and the unit matrix, respectively.

The optimal objective value is the sum of the top $k$ singular values of $T = \Sigma_{aa}^{-1/2} \Sigma_{av} \Sigma_{vv}^{-1/2}$. The optimal projection matrices are given by $(A, B) = (\Sigma_{aa}^{-1/2} U_k, \Sigma_{vv}^{-1/2} V_k)$, where $U_k \in \mathbb{R}^{d_1 \times k}$ and $V_k \in \mathbb{R}^{d_2 \times k}$ are the first $k$ left- and right-singular vectors of $T$. Indeed, the covariance matrices $\Sigma_{aa}$ and $\Sigma_{vv}$ are estimated from data using regularization so that they are constrained to the nonsingular matrix.

### 2.2. Deep Canonical Correlation Analysis

DCCA computes the representations of the two views by passing them through multiple stacked layers of nonlinear transformation. Given the audio and visual features $(X_{\text{audio}}, X_{\text{visual}})$, the outputs of the audio and visual neural networks are written as $f(X_{\text{audio}}; \theta_1) \in \mathbb{R}^{o \times N}$, $f(X_{\text{visual}}; \theta_2) \in \mathbb{R}^{o \times N}$, respectively. $\theta_1$, $\theta_2$ indicate parameters of the audio and visual networks, respectively. DCCA computes the total correlation as follows:

$$
corr(a^\top f(X_{\text{audio}}; \theta_1), b^\top f(X_{\text{visual}}; \theta_2)) = \text{tr}(T^\top T)^{1/2},
$$

where $T = \Sigma_{aa}^{-1/2} \Sigma_{av} \Sigma_{vv}^{-1/2}$ as reviewed in Section 2.1. $\Sigma_{av} = \frac{1}{N}X_{\text{audio}}^\top X_{\text{visual}}$ and $\Sigma_{aa} = \frac{1}{N}X_{\text{audio}}^\top X_{\text{audio}} + \sigma^2 I$ are the covariance matrices with regularization constant $\sigma^2 > 0$, similarly for $\Sigma_{vv}$. The goal of DCCA is to jointly learn parameters $\{\theta_1, \theta_2, a, v\}$ for both views, such that the correlation is as high as possible. The parameters $\{\theta_1, \theta_2\}$ are trained using back-propagation. The gradient of Eq. 5 can be computed as follows:

$$
\frac{\partial \text{corr}(a^\top \theta_1 f(X_{\text{audio}}; \theta_1), b^\top \theta_2 f(X_{\text{visual}}; \theta_2))}{\partial \theta_1} = \frac{1}{N} \sum_{i=1}^{N}(2\Sigma_{ab} - \Sigma_{aa} UV^\top - \Sigma_{vv} U^\top V)
$$

where $\Sigma_{ab} = \Sigma_{av} - \Sigma_{aa} \Sigma_{vv}^{-1/2} UV^\top - \Sigma_{vv}^{-1/2}$, and the derivative with respect to $f(X_{\text{visual}}; \theta_2)$ has a symmetric expression.

General DNN objective functions are written as the expectation (or sum) of error functions (e.g., squared loss) calculated for each training sample. This property naturally suggests stochastic gradient descent (SGD) for optimization, where gradients are estimated for a few training examples (a mini-batch) and iteratively updated parameters. However, in DCCA (Eq. 5), it is necessary to estimate the covariance matrices for the training samples. Andrew et al. [11] used a full-batch algorithm (L-BFGS) for optimization. This is undesirable for applications with large training sets, as each gradient step computed on the entire training set can be very expensive in both memory and time. To mitigate this problem, Wang et al. [12] showed that it works well, even for this type of objective, if larger mini-batches are used. It is considered that a large mini-batch has enough information to estimate covariances. Hence, in this paper, we also configure a larger mini-batch size.

### 3. Related Works

Deep learning has had recent successes for acoustic modeling [15]. Deep neural networks (DNNs) contain many layers of nonlinear hidden units. The key idea is to use greedy layer-wise training with restricted Boltzmann machines (RBMs) followed by fine-tuning. Ngiam et al. [16] proposed multimodal DNNs that learn features over audio and visual modalities. Mroueh et al. [17] improved this method and proposed an architecture considering the correlations between modalities. Ninomiya et al. [6] investigated integration of bottleneck features using multi-stream hidden Markov models (HMMs) for audio-visual speech recognition.

CNNs also have demonstrated impressive performance on several tasks, such as image analysis [18, 19, 20] and spoken language [21] and music recognition [22]. In our previous work [8], we showed that the features extracted from CNNs lead to effective results for speech recognition thanks to the properties of the local receptive field and the shift invariant. Therefore, in this paper we do not use DNNs, but CNNs, for nonlinear mappings of two modalities.

Recently, multimodal learning has been researched in relation to discovering useful information about the world. If such methodology can be used to develop an accurate system, we would be able to obtain non-verbal information that cannot, at
4. Multimodal Feature Extraction Using DCCA

4.1. Flow of the Proposed Method

Figure 1 shows the flow of our proposed feature extraction. To employ advantages of our previous work [8], we use CNNs for the mappings of DCCA instead of DNNs. Hereafter, \( f(\cdot;\theta) \) in section 2.2 indicates a CNN operation where the input is two-dimensional.

First, we prepare the input features for training a CNN from lip images and speech signals uttered by a person with hearing loss. For the audio signals, after calculating short-term mel spectra from the signal, we obtain mel-maps by merging the mel spectra into a 2D feature with several frames, allowing overlaps.

The visual signals of the eyes, mouth, nose, eyebrows, and outline of the face are aligned using the point distribution model (PDM), and its model parameter is estimated by constrained local model (CLM). Then, a lip image is extracted, and the extracted lip image is interpolated to fill the sampling rate gap between visual features with respect to audio features. In this paper, we adopted spline interpolation to the lip images.

The parameters of audio and visual CNNs are jointly learned by back-propagation with SGD where the gradients are calculated by DCCA objective function, starting from random values. Following the training of both CNNs, the input mel-map and lip images are transformed to the output units through each CNN, and projected linearly as follows:

\[
\alpha_t = \sum_{k=1}^{R_a} U_{k} f(X_t; \theta_1) \quad (7)
\]

\[
\beta_t = \sum_{k=1}^{R_v} V_{k} f(Y_t; \theta_2), \quad (8)
\]

where \((X_t, Y_t)\) are two-dimensional input feature for audio and visual at time \(t\), and \((\alpha_t \in \mathbb{R}^{R_a}, \beta_t \in \mathbb{R}^{R_v})\) are the corresponding features, respectively. Then these features are concatenated, and \((\alpha_t \beta_t^\top)^\top \in \mathbb{R}^{2R} \) is used as the feature in the training of HMMs for speech recognition.

4.2. Application to Speech Uttered by a Person with Hearing Loss

DCCA has an advantage for speech uttered by a person with hearing loss. In the case of an articulation disorder, the phone label estimated by forced alignment may not be correct. However, several approaches based on DNN use the phone label as the target class to learn parameters. The DCCA accomplishes the training procedure in an unsupervised fashion to find the maximal correlation between two sets of modalities. Therefore, the feature extracted from networks trained by DCCA is not influenced by some wrong phone labels. By using DCCA, audio and visual features are transformed through networks so that output units have a high correlation. In noisy environments, we expect that even if the audio feature is degraded, the transformed feature has adequate robustness because this feature has a high correlation to the visual feature which is noise-invariant.

5. Experiments

5.1. Recognition Results Using a Speaker-independent Acoustic Model

At the beginning, we attempted to recognize utterances using a speaker-independent acoustic model for unimpaired people (This model is included in Julius [25]). The acoustic model consists of a triphone HMM set with 25-dimensional MFCC features (12-order MFCCs, their delta and energy) and 16 mixture components for each state. Each HMM has three states and three self-loops. For a person with hearing loss, a recognition rate of only 3.24% was obtained, but for a physically-unimpaired person, a recognition rate of 88.89% was obtained for the same task. It is clear that the speaking style of a person with hearing loss differs considerably from that of a physically-unimpaired person. Therefore, it is considered that a speaker-dependent acoustic model is necessary for recognizing speech from a person with hearing loss.

5.2. Word Recognition Experiments

5.2.1. Experimental Conditions

Our proposed method was evaluated on word recognition tasks. We recorded utterances of one male person with hearing loss, where the text is the same as the ATR Japanese speech database A-set [26]. We used 2,620 words as training data, and 216 words as test data. The utterance signal was sampled at 16 kHz and windowed with a 25-msec Hamming window every 5 msec. For the acoustic-visual model, we used the monophone-HMMs (54 phonemes) with 3 states and 6 mixtures of Gaussians. We compare our audio-visual feature with conventional MFCC+Δ+ΔΔ (36-dimensions) and MFCC+Δ+ΔΔ+ discrete cosine transform (DCT) (66-dimensions). Then, our proposed method and audio-visual features were evaluated in noisy environments. White noise was added to audio signals and their SNR is set to 20dB, 10dB, and 5dB. Audio CNN and HMMs are trained using the clean audio feature.

5.2.2. Architecture of the Networks

We construct deep networks, which consist of a convolution layer, a pooling layer, and fully-connected MLPs. For the input layer of audio CNN, we use a mel-map of subsequent 13-frames with 39-dimensional mel spectrum, and the frame shift is 5 msec. For the input layer of visual CNN, frontal face videos are recorded at 60 fps. Luminance images are extracted from
Table 1: Filter size, number of feature maps and number of MLPs units for each architecture. The value for C indicates the filter size of the convolution layer that has #1 maps. The convolution layer is associated with the pooling layer. The value of S means the pooling factor. The value for M indicates the number of units for each layer in the MLP part.

<table>
<thead>
<tr>
<th>Input</th>
<th>C</th>
<th>S</th>
<th>#1</th>
<th>M</th>
</tr>
</thead>
<tbody>
<tr>
<td>Audio CNN</td>
<td>39×13</td>
<td>4×2</td>
<td>3×3</td>
<td>13, 108, 30, 108</td>
</tr>
<tr>
<td>Visual CNN</td>
<td>12×24</td>
<td>5×5</td>
<td>2×2</td>
<td>13, 108, 30, 108</td>
</tr>
</tbody>
</table>

Table 1 shows parameters used in experiments. We set the bottleneck layer into networks to investigate the performance of bottleneck features. In the training procedure, a learning rate and a momentum are set to be 0.0001 and 0.99, respectively.

5.2.3. Number of Mini-batch Sizes

In the preliminary experiment, we compared the effects of changing the number of mini-batches with 50 epochs in a clean environment. Table 2 shows the results when changing the number of mini-batches as 1,200, 1,500, 1,800, 2,100 and 2,400. Through the experiments, we found that the performance improves as the number of mini-batches increased. The reason for the improvement is attributed to being able to estimate the covariance matrix more accurately when using larger mini-batch sizes. In the future experiments, we will use a mini-batch size of 2,100.

Table 2: Word recognition accuracy for each mini-batch size

<table>
<thead>
<tr>
<th># of mini-batches</th>
<th>1,200</th>
<th>1,500</th>
<th>1,800</th>
<th>2,100</th>
<th>2,400</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recognition accuracy [%]</td>
<td>63.89</td>
<td>65.28</td>
<td>66.20</td>
<td>71.76</td>
<td>71.76</td>
</tr>
</tbody>
</table>

5.2.4. Results and Discussion

Figure 2 shows the word recognition accuracies in noisy environments. We compared the audio-visual feature extracted from our proposed method with two conventional features: MFCC+∆+∆∆ (MFCC), MFCC+∆+∆∆+DCT (MFCC+DCT). In Figure 2, DCCA and DCCA bottleneck denote the features extracted from the final projection layer and the bottleneck layer (30-dimensions). Comparing DCCA bottleneck with DCCA, the former shows better accuracies. This is because the information that the audio feature has is lost when it is transformed to the visual space. The DCCA bottleneck feature is better than MFCC+DCT in SNR of 10dB. This might be because the DCCA bottleneck feature obtained more noise-robustness compared with the conventional feature. These results show our proposed method improves performance.

Figure 3 shows the word recognition accuracies comparing our proposed method with the previous method [8]. The DCCA framework is the unsupervised learning that is applied to the actual data in order to find the maximal correlation between two sets of modalities without other information. Therefore, the extracted feature might not be able to present the phonological information. Our previous work employed supervised learning using the phone labels. In our experiments, the accuracy of the DCCA bottleneck degraded on average 14% compared to using supervised learning.

6. Conclusions

In this paper, we discussed an audio-visual speech recognition system for a person with an articulation disorder resulting from severe hearing loss based on CNNs. We proposed a feature extraction method using CNNs trained by deep CCA which is optimized in an unsupervised manner. In the DCCA procedure, audio and visual CNNs are trained maximizing the correlation between the units of each output layer. When a noisy input signal is fed to CNNs, although the audio feature is degraded, the visual feature compensates for the degraded audio feature data to increase accuracy. Then, the degradation of accuracy is restrained in high-noisy environments.

In comparison, in experiments between the proposed fea-
ture and a conventional unsupervised feature (MFFC+DCT), the proposed feature showed better performances than the conventional one. The improvement was more significant in high-noisy environments. However, the performance of the proposed method was lower than that of the supervised method. This result suggests that using DCCA, the phonological information are not necessarily extracted.

In future work, we will further investigate a better DCCA-based feature extraction which is also highly correlated to the phonological information. Person with an articulation disorder resulting from severe hearing loss need the various applications for communication, for example, voice-to-signal conversion system. Although their speech style is so different from that of people without hearing loss, they can make appropriate lip shapes. Therefore, the voice-to-signal conversion system is able to help the interaction with others. We will also research this system in future work.
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