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The CHAT workshop was a one-day workshop organised as a satellite event of Interspeech 2017 held at the University of Stockholm, Sweden on the 19th August 2017. It was designed to bring together people from the speech and hearing research communities to explore fresh approaches to hearing assistive technology. The event was sponsored by the International Speech Communication Association (ISCA), the UK Engineering and Physical Sciences Research Council (EPSRC) and the UK Medical Research Council (MRC).
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Abstract

In spite of the tremendous advances in hearing device technology since the introduction of the first hearing aid with digital signal processing in 1996, the rehabilitation of acoustic communication in patients with sensorineural hearing loss is still limited. In particular, significant problems are reported in difficult acoustic conditions characterized by high levels of background noise and reverberation. In addition to a reduction in speech intelligibility, other important factors are affected, such as the awareness of the acoustic space and of the spatial configuration and movement of sound sources.

To tackle these problems, recent approaches incorporate knowledge about the principles of human auditory scene analysis to build a representation of the acoustic environment and to decide about the appropriate filtering that makes the attended sound source better audible while keeping the sound features that affect the perception of the acoustic space intact. As an example, a binaural multi-microphone system will be described that estimates the direction of arrival of several sound sources present in the scene, and selects and enhances one of the sources that was identified as the attended (target) source by analyzing the eye movements of the subject.

To develop and test such “space-aware” hearing devices and their underlying signal processing schemes, established lab-based methods are not sufficient, as they make unrealistic assumptions about the acoustic conditions in real life. In particular, different from the stationary spatial configuration of fixed sound sources used in lab-based setups, real-life scenarios are dynamic in the sense that the sound sources constantly move, that the attended source may switch and that the subject is actively listening, i.e., moves in response to visual and auditory input conditioned on its current hearing wish. To incorporate these key factors of acoustic communication in reproducible lab-based measurement setups, virtual audiovisual environments in combination with “subject-in-the-loop” evaluation methods are increasingly used. One study will presented that tested the performance of different classes of hearing aid algorithms in a number of different virtual acoustic environments including scenes with a moving listener. The results confirm previous findings that spatial complexity has a major impact on algorithm benefit and shows that performance measured with established lab-based setups does not predict performance in more complex conditions well. In a second study, the influence of visual cues on motion behavior and involvement of the subject in the listening task was measured. It was found that subjects have different movement strategies when following a conversation. This shows that active listening is individual and requires the hearing devices to accurately represent the acoustic scene and to dynamically detect the attended sound source in order to keep the spatial impression intact while enhancing the target source.
A Simulation Study on Binaural Dereverberation and Noise Reduction based on Diffuse Power Spectral Density Estimators
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University of Oldenburg, Department of Medical Physics and Acoustics and Cluster of Excellence Hearing4All, Oldenburg, Germany
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Abstract

Enhancement techniques in binaural hearing aids are crucial to improve speech understanding for hearing impaired persons in reverberation and noise. Since reverberation and noise can be commonly modeled as diffuse sound fields, many state-of-the-art techniques require an estimate of the diffuse power spectral density (PSD). In this paper we evaluate the performance of binaural dereverberation and noise reduction techniques using several diffuse PSD estimators in realistic acoustic scenarios. Two state-of-the-art techniques are considered, i.e., the binaural multi-channel Wiener filter and the binaural minimum variance distortionless response beamformer with partial noise estimation followed by a postfilter. The considered diffuse PSD estimators are blocking matrix-based and eigenvalue decomposition-based estimators. A least-squares generalization of dual-channel blocking matrix-based estimators to the multi-channel case is also presented, yielding the same diffuse PSD estimate as a recently proposed maximum likelihood estimator. Simulation results show the applicability of diffuse PSD estimators for binaural dereverberation and noise reduction, with the eigenvalue decomposition-based estimators always yielding the best performance.

Index Terms: hearing aids, binaural cues, blocking matrix, eigenvalue decomposition

1. Introduction

Dereverberation and noise reduction techniques in binaural hearing aids are crucial to improve speech intelligibility for hearing impaired persons [1]. In addition to reducing the interference, i.e., reverberation and noise, another important objective of such techniques is the preservation of the listener’s impression of the acoustical scene by preserving the binaural cues of the speech source and of the interference [2,3].

In [2] the binaural multi-channel Wiener filter (MWF) has been presented, which can be decomposed into a binaural minimum variance distortionless response (MVDR) beamformer and a single-channel Wiener postfilter. The binaural MWF and MVDR beamformer preserve the binaural cues of the desired speech source, but distort the cues of the interference such that both the speech source and the residual interference are perceived as coming from the same direction [4]. In order to also (partially) preserve the binaural cues of the residual interference, the binaural MWF with partial noise estimation (MWF-N) [4,5] and the binaural MVDR beamformer with partial noise estimation (MVDR-N) [3] have been proposed, where a trade-off parameter controls the trade-off between interference reduction and cue preservation. The trade-off parameter yielding a desired cue preservation level can be analytically computed only for the binaural MVDR-N beamformer [3], making it a computationally advantageous technique in comparison to the MWF-N. To further increase the interference reduction performance, a single-channel Wiener postfilter can be applied at the output of the MVDR-N beamformer [3]. Since reverberation is commonly modeled as a diffuse sound field [6–11] and since diffuse background noise is commonly encountered in binaural applications, these binaural speech enhancement techniques require (among other parameters) an estimate of the diffuse power spectral density (PSD).

Several multi-channel diffuse PSD estimators have been proposed, such as blocking matrix-based estimators [6,8,12–15] and eigenvalue decomposition-based estimators [10,11]. Blocking matrix-based estimators estimate the diffuse PSD by blocking the target signal using knowledge of the direction of arrival (DOA) of the speech source [6,8,15], blind source separation methods [13], or blind system identification methods [14]. The multi-channel blocking matrix-based estimator in [6] uses a maximum likelihood formulation to estimate the diffuse PSD from multiple reference signals, whereas the dual-channel blocking matrix-based estimators in [13–15] estimate the diffuse PSD by solving an equation based on a single reference signal. Eigenvalue decomposition-based estimators on the other hand do not require a blocking matrix and directly estimate the diffuse PSD using the eigenvalues of the prewhitened input PSD matrix.

The objective of this paper is to evaluate the performance of the binaural MVDR beamformer followed by a postfilter (i.e., the binaural MWF) and the binaural MVDR-N beamformer followed by a postfilter using blocking matrix-based and eigenvalue decomposition-based diffuse PSD estimators. In addition, a least-squares generalization of the dual-channel blocking matrix-based estimators from [13–15] to the multi-channel case is presented, which happens to be equivalent to the multi-channel estimator from [6]. The blocking matrix is constructed based on the DOA of the speech source, which is estimated using the binaural DOA estimator proposed in [15]. Simulation results show that the performance of all considered diffuse PSD estimators is high, with the eigenvalue decomposition-based PSD estimators resulting in the best performance. In addition, it is shown that the performance of the blocking matrix-based dual-channel estimator from [15] is very similar to the performance of the blocking matrix-based multi-channel estimator from [6], suggesting that increasing the number of microphones within the blocking matrix-based framework does not increase the diffuse PSD estimation accuracy.

2. Configuration and Notation

We consider a binaural hearing aid configuration consisting of $M = M_l + M_r$ microphones, with $M_l$ denoting the number of microphones of the left hearing aid and $M_r$ denoting the number of microphones of the right hearing aid. In the short-time Fourier transform domain, the $M$-dimensional vector of the re-
ceived microphone signals at frequency index $k$ and frame index $l$ can be written as
\[
y(k,l) = [Y_{L,1}(k,l) \ldots Y_{L,M}(k,l) \ldots Y_{R,1}(k,l) \ldots Y_{R,N}(k,l)]^T,
\]
with $Y_{(L,R),m}(k,l)$ the $m$-th microphone signal of the left and right hearing aid. In a reverberant and noisy acoustic scenario, $y(k,l)$ is given by
\[
y(k,l) = x(k,l) + d(k,l) + v(k,l),
\]
with $x(k,l)$ the direct and early reverberation speech component, $d(k,l)$ the diffuse sound component, and $v(k,l)$ the noise component. The diffuse sound component $d(k,l)$ models the late reverberation [6–11] as well as any noise which can be well approximated by a diffuse sound field, such as background noise in large crowded rooms. The noise component $v(k,l)$ represents any remaining noise which cannot be modeled by a diffuse sound field, such as uncorrelated sensor noise. For conciseness, the frequency index $k$ will be omitted in the remainder of this paper.

For a single-source scenario, the direct and early reverberation speech component $x(l)$ can be expressed in terms of the target signals $S_l(l)$ and $S_R(l)$ (i.e., direct and early reverberation speech components) in the reference microphones of the left and right hearing aids as
\[
x(l) = S_{(L,R)}(l)\alpha_{(L,R)}(l),
\]
with $\alpha_{L}(l)$ and $\alpha_{R}(l)$ the $M$-dimensional vectors of relative early transfer functions (RETFs) of the target signals from the reference microphones to all $M$ microphones. The target signal $S_{(L,R)}(l)$ is often defined as the direct speech component only [6–11], such that the vector $\alpha_{(L,R)}(l)$ can be constructed based on a DOA estimate and head models or measurements of anechoic acoustic transfer functions (ATFs). The PSD matrix of the microphone signals is defined as
\[
\Phi_y(l) = E\{y(l)y^H(l)\},
\]
with $E\{\}$ the expected value operator. As in many speech enhancement techniques, in the following it is assumed that the components in (2) are mutually uncorrelated, such that $\Phi_y(l)$ can be written as
\[
\Phi_y(l) = \Phi_u(l) + \Phi_d(l) + \Phi_v(l),
\]
with $\Phi_u(l)$, $\Phi_d(l)$, and $\Phi_v(l)$ denoting the PSD matrices of $x(l)$, $d(l)$, and $v(l)$, respectively. Using (3), $\Phi_y(l)$ can be expressed as
\[
\Phi_y(l) = \Phi_{S(L,R)}(l)\alpha_{(L,R)}(l)\alpha_{(L,R)}^H(l) + \Phi_d(l)\Gamma + \Phi_v(l),
\]
with $\Phi_{S(L,R)}(l)$ the time-varying PSD of the target signal, i.e., $\Phi_{S(L,R)}(l) = E\{|S_{L,R}(l)|^2\}$, $\Phi_d(l)$ the time-varying PSD of the diffuse sound component, and $\Gamma$ the time-invariant spatial coherence matrix of the diffuse sound field. The spatial coherence matrix $\Gamma$ is assumed to be known, since it can be constructed based on head models [16] or measurements of anechoic ATFs [9, 17]. In order to simplify the notation, in the following we define the interference component $u(l) = d(l) + v(l)$ and the interference PSD matrix
\[
\Phi_u(l) = \Phi_d(l)\Gamma + \Phi_v(l).
\]

The objective of binaural speech enhancement techniques is to suppress the interference and obtain estimates of the target signals $\hat{S}_l(l)$ and $\hat{S}_R(l)$ by applying $M$-dimensional filter vectors $w_l(l)$ and $w_R(l)$ to all microphone signals (cf. Section 3), i.e.,
\[
\hat{S}_{(L,R)}(l) = w_{(L,R)}^H(l)y(l).
\]
The time-varying input interaural coherence (IC) of the interference is defined as
\[
IC_{u}(l) = \frac{e_{(L,R)}^T(l)e_{R}}{\sqrt{e_{L}^T(l)e_{L}^R\Phi_{u}(l)e_{R}^T(l)e_{R}}},
\]
with $e_{(L,R)}$ an $M$-dimensional selector vector with one element equal to 1 and all other elements equal to 0 such that $e_{(L,R)}\alpha_{(L,R)}(l) = 1$. The time-varying output IC of the interference is defined as
\[
IC_{out}(l) = \frac{w_{L}^T(l)\Phi_{u}(l)w_{R}(l)}{\sqrt{w_{L}^T(l)\Phi_{u}(l)w_{L}^H(l)\Phi_{u}(l)w_{R}(l)}},
\]
Since the IC is complex-valued, binaural speech enhancement techniques typically aim at preserving the real-valued magnitude-squared coherence (MSC) of the interference, defined as
\[
MSC(l) = |IC(l)|^2.
\]

### 3. Binaural Speech Enhancement

In this section the derivation of the filter $w_{(L,R)}(l)$ based on the binaural MVDR and MVDR-N beamformers followed by a Wiener postfilter is briefly discussed.

#### 3.1. Binaural MVDR and MVDR-N beamformers

The binaural MVDR beamformer [2] aims at minimizing the output PSD of the interference while preserving the target signal in the left and right reference microphones. The binaural MVDR beamformer can be computed as
\[
w_{MVDR}^{(L,R)}(l) = \frac{\Phi_{u}^{-1}(l)\alpha_{(L,R)}(l)}{\alpha_{(L,R)}^H(l)\Phi_{u}^{-1}(l)\alpha_{(L,R)}(l)}.
\]
As shown in [4], the beamformer in (12) preserves the binaural cues of the speech source but distorts the output MSC of the interference such that both the speech source and the residual interference are perceived as coming from the same direction. In order to better preserve the interference output MSC and hence, the impression of the acoustical scene, the binaural MVDR-N beamformer has been proposed [3]. Aiming at preserving both the target signal as well as a scaled version of the interference in the left and right reference microphones, the binaural MVDR-N beamformer can be computed as
\[
w_{MVDR-N}^{(L,R)}(l) = [1 - \eta(l)]w_{MVDR}^{(L,R)}(l) + \eta(l)e_{(L,R)},
\]
where $\eta(l)$ denotes a (real-valued) scaling parameter between 0 and 1 which provides a trade-off between interference reduction and MSC preservation. The value of the parameter $\eta(l)$ yielding a desired user-defined interference output MSC can be computed analytically [3].

#### 3.2. Wiener postfilter

In order to further increase the interference reduction performance, a single-channel Wiener postfilter can be applied at the output of the MVDR and MVDR-N beamformers [3, 18], i.e.,
\[
G_{(L,R)}(l) = \frac{\xi_{(L,R)}(l)}{1 + \xi_{(L,R)}(l)\Gamma_{L,R}(l)},
\]
with $\xi_{L,R}(l)$ the a-priori signal-to-interference ratio (SIR) at the beamformer output in the left and right hearing aid. The a-priori SIR can be estimated using the decision-directed approach based on an estimate of the interference PSD at the beamformer output [19]. The interference PSD at the beamformer output can be computed as

$$\hat{\Phi}_{\text{out}}^{L,R}(l) = w_{L,R}^H(l)\Phi(l)w_{L,R}(l),$$

where $w_{L,R}(l)$ the MVDR beamformer in (12) or the MVDR-N beamformer in (13). In order to preserve the binaural cues of the speech source and interference, a common postfilter $G(l)$ is applied to both hearing aids, with

$$G(l) = \sqrt{G_{l}(l)G_{l}^H(l)}.$$  

The PSD matrix $\hat{\Phi}_{\text{out}}^{L,R}(l)$ can be directly estimated from $\hat{u}(l)$, whereas the matrices $\hat{\Gamma}(l)$ and $\hat{\Phi}_w(l)$ can be computed using the available diffuse coherence matrix $\hat{\Gamma}$ and the available noise PSD matrix $\hat{\Phi}_w(l)$. Since the only unknown quantity is the diffuse PSD $\hat{\Phi}_d(l)$, the system of equations in (21) represents an overdetermined system of equations. A least-squares estimate of the diffuse PSD can be obtained by minimizing the cost function

$$J(l) = \|\hat{\Phi}_a(l) - \hat{\Phi}_w(l) - \hat{\Phi}_d(l)\hat{\Gamma}(l)\|^2_F,$$

where $\| \cdot \|_F$ denotes the matrix Frobenius norm. Setting the derivative of (22) with respect to $\hat{\Phi}_a(l)$ equal to 0, the least-squares estimate of the diffuse PSD can be computed as

$$\hat{\Phi}_d^{BM}(l) = \frac{\text{trace}\{\hat{\Phi}_a(l) - \hat{\Phi}_w(l)\hat{\Gamma}(l)^H\}}{\text{trace}\{\hat{\Gamma}(l)^H\hat{\Gamma}(l)\}},$$

where $\text{trace}\{\cdot\}$ denotes the trace operator. For $M = 2$, $\hat{\Phi}_d^{BM}(l)$ is equal to the PSD estimate derived in [13–15]. Interestingly, for $M > 2$, $\hat{\Phi}_d^{BM}(l)$ is equal to the maximum likelihood PSD estimate derived in [6].

### 4.2. Eigenvalue decomposition-based estimators

While the estimator in Section 4.1 requires knowledge of the RETF vector, an RETF-independent eigenvalue decomposition-based PSD estimator is proposed in [10, 11]. This estimator requires knowledge of the PSD matrix $\Phi_e(l) = \Phi(l) + \Phi_d(l)$, which can be computed as

$$\hat{\Phi}_e(l) = \hat{\Phi}_w(l) - \hat{\Phi}_d(l),$$

with $\hat{\Phi}_w(l)$ directly estimated from the microphone signals. Based on (6), the prewhitened PSD matrix $\Gamma^{-1} \Phi_e(l)$ is equal to the sum of a rank-1 matrix and a scaled identity matrix, i.e.,

$$\Gamma^{-1} \Phi_e(l) = \Phi_S(l)l^H(l)\Gamma^{-1}a_{L,R}(l)a_{L,R}^H(l) + \Phi_d(l)I.$$  

As a result, the eigenvalues of $\Gamma^{-1} \Phi_e(l)$ are equal to

$$\lambda_j \{\Gamma^{-1} \Phi_e(l)\} = \sigma(l) + \Phi_d(l),$$

where $\sigma(l)$ is the only non-zero eigenvalue of the rank-1 term in (25). In [11] it is proposed to estimate the diffuse PSD using any of the last $M - 1$ eigenvalues $\lambda_j \{\Gamma^{-1} \Phi_e(l)\}$, $j = 2, \ldots, M$. Due to signal model violations and estimation errors in $\Phi_e(l)$, the last $M - 1$ eigenvalues of $\Gamma^{-1} \Phi_e(l)$ are not equal in practice. In this paper we consider two alternative eigenvalue decomposition-based PSD estimates $\hat{\Phi}_d^{\text{EVD}}_{\lambda_1}(l)$ and $\hat{\Phi}_d^{\text{EVD}}_{\lambda_2}(l)$, with $\hat{\Phi}_d^{\text{EVD}}_{\lambda_1}(l)$ computed as the mean of the last $M - 1$ eigenvalues and $\hat{\Phi}_d^{\text{EVD}}_{\lambda_2}(l)$ computed as the second eigenvalue, i.e.,

$$\hat{\Phi}_d^{\text{EVD}}_{\lambda_1}(l) = \frac{\text{trace}\{\Gamma^{-1} \Phi_e(l)\} - \lambda_1 \{\Gamma^{-1} \Phi_e(l)\}}{M - 1},$$

$$\hat{\Phi}_d^{\text{EVD}}_{\lambda_2}(l) = \lambda_2 \{\Gamma^{-1} \Phi_e(l)\}.$$
5. Experimental Results

In this section the dereverberation and noise reduction performance using the filters in (17) and (18) is investigated for different reverberation times and signal-to-noise ratios (SNRs). In addition, the performance is investigated for a stationary speaker as well as for a moving speaker. In order to focus on the diffuse sound suppression, in the following it is assumed that the microphone signals consist only of a direct and early reverberation speech component and a diffuse sound component (i.e., late reverberation and diffuse background noise), i.e., \( v(l) = 0 \) and \( \Phi_d(l) = \Phi_0(l) \Gamma \). For \( \Phi_d(l) = \Phi_0(l) \Gamma \), the MVDR and MVDR-N beamformers in (12) and (13) can be constructed using only the diffuse spatial coherence matrix \( \Gamma \) (i.e., the scalar \( \Phi_d(l) \) cancels out).

5.1. Setup

Signals were recorded in a laboratory with variable acoustics at the University of Oldenburg using two 2-channel behind-the-ear hearing aid dummies placed on the ears of a head-and-torso simulator (HATS), i.e., \( M_L = 2, M_R = 2, \) and \( M = 4 \). The stationary speaker was simulated by playing back clean speech from a loudspeaker placed at a distance of 2 m from the center of the head. Two stationary speaker scenarios were generated by placing the loudspeaker at two different angles \( \theta_1 \) and \( \theta_2 \), with \( \theta_1 = 35^\circ \) and \( \theta_2 = -35^\circ \). The considered reverberation times for the stationary speaker scenarios were \( T_{60} \in [0.5 \text{ s}, 0.75 \text{ s}, 1 \text{ s}] \). The moving speaker was a human speaker naturally walking in the frontal hemisphere of the HATS. The considered reverberation time for the moving speaker scenario was \( T_{60} \approx 1 \text{ s} \). To simulate a diffuse noise field, the background noise was generated by placing four loudspeakers facing the corners of the laboratory playing back uncorrelated multitalker noise. It should be noted that although this background noise was not perfectly diffuse, its MSC was rather similar to talker noise. It should be noted that although this background noise was generated by placing four loudspeakers facing the corners of the laboratory playing back uncorrelated multitalker noise, the desired interference output MSC at the output of the MVDR and MVDR-N beamformers is also time-invariant, with theMVDR beamformer always distorting the output MSC and the MVDR-N beamformer always yielding the desired user-defined output MSC.

5.2. MSC preservation

Since the common Wiener postfilter does not change the binaural cues, to evaluate the interference MSC preservation performance of the considered techniques the MSC is computed at the input and output of the MVDR and MVDR-N beamformers using (9), (10), and (11). Fig. 1 presents the obtained MSC values. Since the interference PSD matrix is modeled by a scaled diffuse coherence matrix, the input MSC is time-invariant and equal to the MSC of a diffuse sound field. Furthermore, the MSC at the output of the MVDR and MVDR-N beamformers is also time-invariant, with the MVDR beamformer always distorting the output MSC and the MVDR-N beamformer always yielding the desired user-defined output MSC. Note that since the late reverberation and the noise are not perfectly diffuse, the interference PSD matrix is not equal to a scaled diffuse coherence matrix in practice. Computing the MSC directly from the signals would yield different results from the ones presented in Fig. 1. However, the presented MSC values do illustrate that in all simulations, the MVDR beamformer distorts the cues of the residual interference whereas the MVDR-N beamformer better preserves them.

5.3. Dereverberation performance for a stationary speaker

In this section the dereverberation performance is investigated for several stationary speaker scenarios with different reverberation times and speaker positions. The presented \( \Delta \text{PESQ} \) and \( \Delta \text{ISSNR} \) are averaged between the considered speaker positions. Fig. 2(a) presents the average \( \Delta \text{PESQ} \) and \( \Delta \text{ISSNR} \) obtained using the MVDR beamformer and a Wiener postfilter with different diffuse PSD estimators. It can be observed that in terms of \( \Delta \text{PESQ} \), using any diffuse PSD estimator yields a similar improvement, with \( \Phi_{\text{EVD}} \) resulting in a slightly higher \( \Delta \text{PESQ} \) than other PSD estimators. In terms of \( \Delta \text{ISSNR} \), it can be observed that the eigenvalue decomposition-based estimators yield a larger improvement than the blocking matrix-based estimators.

![Figure 1: MSC at the input and output of the MVDR and MVDR-N beamformers.](image-url)
timators, with \( \Phi_{d,4}^{EVD} \), resulting in the best performance. In addition, in terms of both performance measures it appears that the performance obtained using \( \Phi_{d,2}^{BM} \) and \( \Phi_{d,4}^{BM} \) is very similar, suggesting that increasing the number of microphones in the blocking matrix-based framework does not increase the diffuse PSD estimation accuracy. Fig. 2(b) presents the average \( \Delta \text{PESQ} \) and \( \Delta \text{fSSNR} \) obtained using the MVDR-N beamformer and a Wiener postfilter with different diffuse PSD estimators. Overall it can be observed that the performance improvement obtained for all considered reverberation times and diffuse PSD estimators is smaller than in Fig. 2(a). This is to be expected, since the MVDR-N beamformer also (partly) preserves the MSC of the residual interference component (cf. Fig. 1). In terms of both performance measures, it can be observed that the eigenvalue decomposition-based estimators yield a large improvement over the blocking matrix-based estimators, with \( \Phi_{d,4}^{EVD} \) resulting in the best performance. In addition, similarly to before, the performance obtained using \( \Phi_{d,2}^{BM} \) and \( \Phi_{d,4}^{BM} \) is very similar in terms of both performance measures.

5.4. Dereverberation and noise reduction performance for a stationary speaker

In this section the dereverberation and noise reduction performance is investigated for several stationary speaker scenarios with different iSNRs and speaker positions. The considered reverberation time is \( T_{60} \approx 1 \text{ s} \). The presented \( \Delta \text{PESQ} \) and \( \Delta \text{fSSNR} \) are averaged between the considered speaker positions. Fig. 3(a) presents the average \( \Delta \text{PESQ} \) and \( \Delta \text{fSSNR} \) obtained using the MVDR beamformer and a Wiener postfilter with different diffuse PSD estimators. It can be observed that in terms of both performance measures, the eigenvalue decomposition-based estimators yield a larger improvement than the blocking matrix-based estimators, with \( \Phi_{d,4}^{EVD} \), resulting in the best \( \Delta \text{PESQ} \) and \( \Phi_{d,4}^{EVD} \), resulting in the best \( \Delta \text{fSSNR} \) for low iSNRs. In addition, it can be observed that \( \Phi_{d,2}^{BM} \) and \( \Phi_{d,4}^{BM} \) yield a very similar performance in terms of both performance measures. Fig. 3(b) presents the average \( \Delta \text{PESQ} \) and \( \Delta \text{fSSNR} \) obtained using the MVDR-N beamformer and a Wiener postfilter with different diffuse PSD estimators. Overall it can be observed that as expected, the performance improvement obtained for all considered iSNRs and diffuse PSD estimators is lower than in Fig. 3(a). Furthermore, the eigenvalue decomposition-based estimators yield a larger improvement than the blocking matrix-based estimators in terms of both performance measures, with \( \Phi_{d,4}^{EVD} \), resulting in the best \( \Delta \text{PESQ} \) and \( \Phi_{d,4}^{EVD} \) resulting in the best \( \Delta \text{fSSNR} \) for low iSNRs. Whereas larger differences can be observed in terms of \( \Delta \text{PESQ} \) between the blocking matrix-based and eigenvalue decomposition-based estimators, the obtained \( \Delta \text{fSSNR} \) for all PSD estimators are rather similar. In addition, similarly to before, the performance obtained using \( \Phi_{d,2}^{BM} \) and \( \Phi_{d,4}^{BM} \) is very similar.

5.5. Dereverberation and noise reduction performance for a moving speaker

In this section the dereverberation and noise reduction performance is investigated for a moving speaker scenario with \( T_{60} \approx 1 \text{ s} \) and iSNR = 10 dB. Since both \( \Delta \text{PESQ} \) and \( \Delta \text{fSSNR} \) show very similar patterns, Table 1 presents only the \( \Delta \text{fSSNR} \) obtained using the MVDR and MVDR-N beamformers and a Wiener postfilter. It can be observed that using the eigenvalue decomposition-based estimate \( \Phi_{d,4}^{EVD} \) results in the best performance. However, the performance obtained using the other considered diffuse PSD estimators is also comparable. In addition, it can be observed that as expected, the improvement obtained for all diffuse PSD estimators when using the MVDR-N beamformer is lower than when using the MVDR beamformer. However, the performance loss is rather insignificant, particularly when using the eigenvalue decomposition-based estimators.

In summary, the simulation results presented in this paper show the applicability of diffuse PSD estimators for binaural dereverberation and noise reduction based on beamforming and spectral filtering. Although all PSD estimators yield a high performance, the eigenvalue decomposition-based estimators result in the best performance for all considered techniques and scenarios. It should be noted that although the considered PSD estimators are based on a diffuse sound field model, the late reverberation and background noise considered in these simu-
6. Conclusion

In this paper we investigated the dereverberation and noise reduction performance of the binaural MVDR and MVDR-N beamformers followed by a Wiener postfilter when using blocking matrix-based estimators to the multi-channel case. A least-squares generalization of dual-channel blocking matrix-based estimators and eigenvalue decomposition-based diffuse field reference correlations were also presented, yielding the same PSD estimate as a recently proposed multi-channel maximum likelihood estimator. Simulations results show that independently of the technique used, the eigenvalue decomposition-based PSD estimators yield the best performance. Furthermore, it is shown that increasing the number of microphones within the blocking matrix-based framework does not increase the PSD estimation accuracy.

7. References


Low-Latency Real-Time Blind Source Separation with Binaural Directional Hearing Aids

Masahiro Sunohara¹, Chiho Haruta¹, Nobutaka Ono²
¹RION Co., Ltd., Japan
²National Institute of Informatics, Japan
suno@rion.co.jp, c-haruta@rion.co.jp, onono@nii.ac.jp

Abstract
Understanding desired speech in noisy environments is one of the important issues for hearing aid systems, which require a strong real-time property. Recently, the authors have proposed a low-latency algorithm for real-time blind source separation (BSS) based on online auxiliary-function-based independent vector analysis (AuxIVA) by the truncation of non-causal components of time-domain demixing impulse responses, and we evaluated the separation performance using omnidirectional binaural microphones. On the other hand, directional microphones have been widely used for hearing aids to improve the signal-to-noise ratio. In this paper, the effects of the truncation of demixing impulse responses is investigated when using the proposed algorithm with binaural directional microphones. By experimental evaluation using a head and torso simulator in a real environment, the performance of the proposed algorithm with directional microphones in the case of 10 ms latency is 9.0 dB in terms of the signal-to-interference ratio (SIR), which is only a 2.2 dB performance loss from the case of 128 ms latency. Moreover, the performance with directional microphones is about 1.0 dB better than that with omnidirectional microphones.

Index Terms: hearing aids, directional microphone, blind source separation, independent vector analysis, low latency

1. Introduction
Hearing-impaired people have difficulties communicating with others even if they wear hearing aids, especially in a noisy environment such as a party venue or a crowded restaurant. Improving speech communication in such difficult situations is one of the most challenging issues to be solved for hearing aids. As a technique for solving these problems, blind source separation (BSS) may be applicable [1, 2, 3]. BSS is a signal processing method that can extract a desired sound source from a mixture by using multiple microphones without requiring information on the source signals. In the frequency-domain approach for convolutive BSS, independent vector analysis (IVA) has been proposed as a technique that does not require the solution of a permutation ambiguity problem [4, 5, 6]. Furthermore, auxiliary-function-based IVA (AuxIVA) has been proposed as a state-of-the-art approach with rapid convergence and a low calculation cost [7, 8, 9].

To apply BSS as an application of binaural hearing aids, which are real-time systems, it is important to reduce the latency from the input to the output of the system [10, 11]. In addition to computational complexity, an algorithm may require an inherent delay, which is referred to as an algorithmic delay. In the case of frequency-domain BSS, a delay of at least one frame length is necessary for frame analysis [12]. Although several real-time implementations of IVA have been proposed [13, 14], this delay is unavoidable. Such a large delay causes various problems in a hearing aid system such as difficulty in speaking owing to the delayed auditory feedback effect or a sense of discomfort due to the loss of lip synchronization [15].

Recently, the authors have proposed a low-latency algorithm for real-time BSS based on online AuxIVA for hearing aids [16]. This proposed algorithm can significantly shorten the algorithmic delay by the time-domain implementation of demixing matrices as FIR filters and the truncation of part of their non-causal components. Generally, the truncation of the non-causal components should degrade the separation performance. However, if all the non-causal components of the demixing impulse response are originally zero, these components can be truncated without performance degradation. In our previous work [16], we confirmed that the proposed system with an algorithmic delay of within 10 ms worked with little performance degradation by experimental evaluation using binaural behind-the-ear (BTE)-type hearing aids consisting of omnidirectional microphones.

However, bilateral directional microphones have been widely used in actual hearing aids to improve the signal-to-noise ratio of front speech signals in a noisy background [17]. Thus, in this paper, the separation performance of binaural BSS based on the low-latency online AuxIVA algorithm with directional microphones was investigated as a more practical verification.

2. Low-latency real-time BSS
2.1. Overview of online AuxIVA
We assume that $K$ sources are observed by $K$ microphones and that their short-time Fourier transform (STFT) representations are known. Let $x(\omega, \tau) = [x_1(\omega, \tau) \cdots x_K(\omega, \tau)]^T$ be the vector representations of the observation signal in the $(\omega, \tau)$th time-frequency bin, where $T$ denotes the vector transpose. In the frequency domain, the sources are estimated by the following linear demixing process:

$$y(\omega, \tau) = W(\omega; \tau)x(\omega, \tau),$$

where $W(\omega; \tau) = (w_1(\omega; \tau) \cdots w_K(\omega; \tau))^b$ is a demixing matrix, $^b$ denotes the Hermitian transpose, and $y(\omega, \tau) = [y(\omega, \tau) \cdots y_K(\omega, \tau)]^v$ represents the estimated sources.

An online AuxIVA algorithm is an effective means of estimating the demixing matrices $W(\omega; \tau)$ in the $(\omega, \tau)$th time-frequency bin under dynamic conditions [14]. The algorithm consists of alternate update rules, which update the weighted covariance and the demixing matrix. In this paper, we focus on the case of $K = 2$ for application to hearing aids.
2.2. Realization as quasi-causal FIR filter

Figure 1 shows a signal block diagram of a low-latency version of the online AuxIVA algorithm [16]. A means of shortening the delay is to form two paths, one for updating the demixing matrices in the frequency domain and the other for separating the sources using FIR filters in the time domain. After applying back-projection [18], the frequency-domain demixing matrix $W(\omega; \tau)$ is converted to coefficients of multiple time-domain FIR filters $\tilde{w}_{kl}(n; \tau)$ using the inverse discrete Fourier transform. This structure can shorten the algorithmic delay to half of the frame length ($N_w/2$ samples). To further shorten the algorithmic delay, the coefficients of only $N_d$ non-causal components are shifted and the other components are truncated as shown in Fig. 2. After that, the algorithmic delay of the system becomes only $N_d$ samples.

If all the non-causal components of $\tilde{w}_{kl}(\tau)$ are originally zero, the algorithmic delay of the system can theoretically be zero without performance degradation. For the simple model consisting of two sound sources and two observations shown in Fig. 3, a theoretical sufficient condition for the ideal separation filters to be causal is obtained as the following inequality [16]:

$$\log(a(\theta_2) - \log(a(\theta_1))) \cdot [\tau(\theta_2) - \tau(\theta_1)] < 0,$$

where $a(\theta_k)$ and $\tau(\theta_k)$ are respectively the amplitude ratio and the time difference of the second channel relative to the first channel for source $k$ with direction $\theta_k$.

3. Directional microphone in hearing aids

Generally, the directivity of the microphone in a hearing aid is produced by a pair of omnidirectional microphone signals. Fig. 4 shows the locations of omnidirectional microphones in a BTE-type hearing aid mounted on an auricle of a KEMAR dummy head. The separation between the front and rear omnidirectional microphones was 1.08 cm in this case. Fig. 5 shows a signal block diagram of the directional microphone as a spatial signal-processing system. The output of the directional microphone system can be approximated in terms of the microphone separation $d$, the angle of arrival $\theta$, the rear microphone time delay $\tau_r$, and the gain $b$. Then, the directional microphone response in the frequency domain $X_d(\omega, \theta)$ when $b = 1$ can be approximated by the following equation [17]:

$$|X_d(\omega, \theta)| \approx \omega \left( \frac{d}{\cos \theta + \tau_r} \right),$$

where $\omega$ is the frequency, $d$ is the distance between microphones, $\theta$ is the angle of arrival, $\tau_r$ is the time delay of the rear microphone, and $b$ is the gain.

![Figure 1: Signal block diagram of low-latency real-time online independent vector analysis.](image1)

![Figure 2: Time-domain demixing impulse responses. Upper: original response $\tilde{w}_{kl}(n; \tau)$. Lower: shifted and truncated response $\tilde{w}_{kl}(n; \tau)$.](image2)

![Figure 3: Simple model consisting of two sound sources and two observations.](image3)

![Figure 4: Locations of the microphones for BTE-type hearing aid with KEMAR dummy head.](image4)

![Figure 5: Block diagram of directional microphone as a spatial signal-processing system.](image5)
where $c$ denotes the sound velocity. Fig. 6 shows microphone directional patterns when $\tau_r = d/c$. From the figure, it is found that the sensitivity of the response at lower frequencies is attenuated by 6 dB per octave. These spatial directional responses may affect the extent to which Eq. (2) is satisfied. Therefore, the purpose of this paper is to experimentally evaluate how the proposed low-latency BSS works in the binaural directional system.

4. Evaluation

4.1. Setup

To evaluate the performance of the low-latency online IVA with binaural directional microphones for hearing aids, a PC simulation was carried out using real mixtures of two speeches recorded by four microphones in binaural BTE-type hearing aids with a head and torso simulator (G.R.A.S.: KEMAR type 45BB) in a meeting room. Fig. 7 shows the setup of the loudspeakers and microphones in the evaluation. Two omnidirectional electret condenser microphones (front and rear) were installed in one BTE-type hearing aid. The hearing aids were attached to each ear of the head and torso simulator. The direction of one of the two sources was fixed at $0^\circ$ and that of the other source was varied from $30^\circ$ to $180^\circ$ in steps of $30^\circ$. We selected ten speech sources for each direction from the RWCP Japanese News Speech Corpus [19]. The other experimental conditions are summarized in Table 1.

Table 1: Experimental conditions

<table>
<thead>
<tr>
<th>Feature</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>microphone spacing (intersural)</td>
<td>18.0 cm</td>
</tr>
<tr>
<td>microphone distance (front and rear)</td>
<td>1.08 cm</td>
</tr>
<tr>
<td>reverberation time</td>
<td>650 ms at 500 Hz</td>
</tr>
<tr>
<td>signal length</td>
<td>$30 \times 10$</td>
</tr>
<tr>
<td>sampling frequency</td>
<td>16 kHz</td>
</tr>
<tr>
<td>frame length</td>
<td>4096</td>
</tr>
<tr>
<td>frame shift</td>
<td>1024</td>
</tr>
<tr>
<td>window function</td>
<td>Hanning</td>
</tr>
<tr>
<td>forgetting factor</td>
<td>0.98</td>
</tr>
</tbody>
</table>

For comparison, we used two different latencies, where the numbers of remaining non-causal components $N_d$ were 160 and 2048 samples, corresponding to algorithmic delays of 10 and 128 ms, respectively. The experiments on the recorded mixtures were performed using MATLAB R2016a on a laptop PC with an Intel Core i7-3770 3.40 GHz processor. The performance was evaluated by the average signal-to-interference ratio (SIR) over all trials with the exception of the first three seconds on each trial, which is defined as the ratio of the signal power of the desired speaker to the signal power from the interfering speaker. The SIR was calculated by bss_eval_images.m in the BSS toolbox [20].

4.2. Method

In this experiment, the separated signals were obtained by applying back-projection to the front channel in the omnidirectional case and to the directional channel (the output of Fig. 5). To compare them fairly, it is necessary to compensate the dif-
ference in the sensitivity characteristic associated with the
directivity. As post-processing for the evaluation, we derive a
compensation filter by minimizing the following cost function:

\[ J(C(\omega)) = \sum_\tau |r(\omega, \tau) - C^H(\omega)Y(\omega, \tau)|^2, \]

where \( r(\omega, \tau) \) is the STFT representation of the front micro-
phone signal \( x_f(n) \), \( Y(\omega, \tau) = \begin{bmatrix} y_1(\omega, \tau) \\ y_2(\omega, \tau) \end{bmatrix} \) is a vector com-
prising of the STFTs of the separated signals \( y_k(\omega, \tau) \), and
\( C(\omega) = \begin{bmatrix} c_1(\omega) \\ c_2(\omega) \end{bmatrix} \) is a vector of the compensation filter \( c_k(\omega) \).

By differentiating Eq. (4) with respect to \( C(\omega) \) and setting the
equation to 0, the compensation filter \( C(\omega) \) can be calculated as

\[
\begin{bmatrix} c_1(\omega) \\ c_2(\omega) \end{bmatrix} = \left[ \sum_\tau |y_1(\omega, \tau)|^2 \sum_\tau y_1(\omega, \tau)y_2^*(\omega, \tau) + \sum_\tau |y_2(\omega, \tau)|^2 \right]^{-1} \times
\begin{bmatrix} \sum_\tau y_1^*(\omega, \tau)y_1(\omega, \tau) \\ \sum_\tau y_2^*(\omega, \tau)y_2(\omega, \tau) \end{bmatrix}.
\]

(5)

Fig. 8 shows an example of the amplitude response of the com-
ensation filter \( c_k(\omega) \) for a separated signal with directivity. It
was found that the amplitude response was compensated by 6 dB
per octave slope.

4.3. Results

Figure 9 shows the separation performance with omnidirec-
tional microphones for the low-latency online AuxIVA algo-
rithm with algorithmic delays of 128 and 10 ms. The bars and
the error bars indicated the averaged SIR and the standard de-
ivation on each ten trials, respectively. On the horizontal axis,
A(AB) denotes source A in a mixture of source A and source B.
The average SIR with the algorithmic delay of 10 ms is 8.0 dB,
which is 1.9 dB less than that for the delay of 128 ms. In par-
ticular, the SIR tends to degrade toward the front-back direction
such as at 30°, 150°, and 180°.

On the other hand, Fig. 10 shows the separation perform-
ance with directional microphones. The average SIR with the
algorithmic delay of 10 ms is 9.0 dB, which is 2.2 dB less than
that for the delay of 128 ms. The resultant SIRs with the direc-
tional microphones show better separation performance, which
was on average 1.0 dB greater than that with omnidirectional
microphones. In particular, the improvement of the SIR in-
creases toward the front-back direction.

5. Conclusion

In this paper, we evaluated the separation performance of low-
latency online AuxIVA with directional microphones for bina-
ural hearing aids. When the directivity was processed from
an adjacent pair of omnidirectional microphones, the sensitiv-
ity of the response at lower frequencies was attenuated by 6 dB
per octave compared with the omnidirectional microphones. To
compare them fairly, the difference in the sensitivity character-
istics was compensated by post-processing. From the evaluation results, the performance of the proposed algorithm with directional microphones in the case of 10 ms latency was 9.0 dB in terms of the SIR, which is only a 2.2 dB performance loss from the case of 128 ms latency. Moreover, the average SIR with directional microphones was about 1.0 dB better than that with omnidirectional microphones. Future work will focus on listening tests to verify the proposed system.
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Abstract

What information do we need to know about listeners to predict their performance on a speech intelligibility task and how well can we predict intelligibility anyway? This paper performs a meta-analysis on two speech intelligibility studies of hearing-impaired listeners in which we evaluate different approaches to building a predictive model of intelligibility. The model has two components: a cochlear loss term based on a number of psychoacoustic measures of hearing, and a supra-cochlear loss term to explain residual performance variation. These models are trained using a method of cross-validation to determine how well they might perform on new listeners and new tasks. We found that cochlear loss could only explain 40% of the variability in performance across hearing-impaired listeners, while the supra-cochlear loss can account for a further 20-40% depending on the task. The combined cochlear and supra-cochlear loss terms allow good estimates of intelligibility scores in the data, with speech reception thresholds on a novel listening task being predictable to within 1dB on average.

Index Terms: hearing impairment, speech intelligibility, psychoacoustics, metrics.

1. Introduction

The availability of increasingly powerful computational resources in miniaturized form allows for more advanced signal processing algorithms to be applied within hearing aids. These techniques hold promise for improved speech intelligibility for hearing impaired (HI) users in everyday noisy and reverberant environments.

However, the development of some advanced signal processing algorithm is not enough. It is also necessary to ensure that processing adapts to the requirements of the listener and to the requirements of the listening situation [1]. For a given impaired listener, the advanced aid needs to choose between the relative benefits of equalization, compression, noise reduction, dereverberation, beam-forming or speech enhancement for every listening situation. The challenge is not just to find good signal processing approaches, but to understand how they benefit the listener to ensure that they are optimized for the listener and the listening environment.

In previous work we have investigated the utility of speech intelligibility metrics for predicting the impact of speech signal processing on intelligibility for normally-hearing (NH) listeners [2]. We evaluated predictions from intrusive signal metrics of intelligibility against the actual performance of listeners. We showed that metrics like STOI [3] and NCM+ [4] gave fair predictions of the likely speech intelligibility to a listener from analysis of the differences between the clean signal and the processed noisy/reverberant signal. Typically intelligibility could be predicted within 2dB SNR [2].

For these metrics to be useful for finding the best signal processing approaches in hearing aids, they need to be developed in two directions: firstly they need to be made non-intrusive, that is capable of working from the noisy signal alone, and secondly they need to take into account the impact of hearing impairment. Well-established means for converting intrusive metrics to non-intrusive use statistical learning methods applied to large databases of speech materials rated by the intrusive metric [5]. How best to modify these metrics to make predictions for HI listeners, however, is still an active area of research.

A typical approach to take hearing loss into account within intelligibility metrics is to incorporate information about the listener into the front-end signal processing: for example a front-end filterbank might be modified to accommodate degradations in frequency sensitivity (auditory thresholds), frequency selectivity (auditory filter bandwidths) and dynamic range (recruitment) [6]. While this approach seems sensible, it relies on the assumption that the difference between NH and HI listeners is well predicted by characteristics of their hearing loss. In turns out that this is not the whole story. When a group of HI listeners are assessed (as we show later in this paper) there is considerable residual variation in performance compared to NH listeners even after taking their hearing loss into account. There is an echo of the Anna Karenina principle: normally hearing listeners are all alike; every hearing impaired listener is hearing impaired in their own way.

A number of explanations are proposed for why HI listeners are more variable than NH listeners. It could be to do with correlations between hearing loss and cognitive decline [7], or that imperfect auditory representations require more cognitive effort to process which tests the ability of the listener to recruit additional processing capacity or working memory [8]. Or it could be that some of the phonological fine tuning used by NH listeners to discriminate phonemes is degraded to different degrees in different listeners.

HI listener variation that is not predictable from characteristics of their hearing loss is a problem for speech intelligibility metrics, since manipulation of the front-end of the metric may not be enough. For the design of metrics to predict the benefit of speech enhancement to HI listeners this is a real problem since the accuracy of a metric based only on hearing loss could be worse than the likely differences between processing approaches (e.g. approaches may only vary by 1dB in effective SNR but estimated intelligibility for a listener might vary by 2dB).
In this paper we study the variability of speech intelligibility performance by HI listeners in terms of two loss functions. The first relates to those aspects related to psychoacoustic measurements of their hearing loss. We call this their cochlear loss. The second relates to everything else, we call this their supra-cochlear loss. The paper then has three goals:

a) What proportion of the variability of HI listener performance on speech intelligibility tasks is predictable from their cochlear loss?

b) What proportion of the variability of an HI listener on a new intelligibility task is predictable from an estimate of their supra-cochlear loss obtained from another intelligibility task?

c) To what degree is supra-cochlear loss independent of the nature of the listening task?

Our approach is a meta-analysis of two existing data sets in which both psychoacoustic measures and speech intelligibility scores are available for a group of HI listeners. We assume that the psychoacoustic measures reflect cochlear processing. We build the best predictive models of performance from these psychoacoustics and interpret the remaining performance variation on some task as supra-cochlear loss. We then explore how estimates of listeners' supra-cochlear losses vary with intelligibility task.

The structure of the paper is as follows: in section 2 we shortly describe the contents of the data sets in terms of the speech intelligibility scores and the psychoacoustic descriptors available in each. We refer to the original papers for details. In section 3 we describe the modelling approach and the performance measures used. In section 4 we present the results of the meta-analysis and in section 5 discuss their implications.

2. Data sets

2.1. Bethesda Data Set

The Bethesda data set was collected by Summers et al [9] at the Walter Reed National Military Medical Center, Bethesda, MD. The listeners on the test comprised 10 normally-hearing and 18 hearing-impaired subjects. It includes the following psychophysical measurements (code in brackets):

- Pure-tone hearing thresholds at 250, 500, 1000, 1500, 2000, 3000, 4000, 6000 & 8000Hz. (H)
- Degree of peripheral amplitude compression at 500, 1000, 2000 & 4000Hz. (C)
- Auditory filter bandwidths at 500, 1000, 2000 & 4000Hz measured at both 70 and 80 dB SPL. (B)
- Frequency modulation detection thresholds measured at 500, 1000, 2000 & 4000Hz. (F)

The intelligibility of speech-in-noise to each listener was measured using IEEE sentences with both speech-shaped noise and amplitude modulated speech-shaped noise at signal-to-noise ratios (SNRs) of -6, -3, 0 and +3 dB. The speech, presented at 92 dB SPL for all listeners, was not equalized to match auditory thresholds.

For subsequent analysis the speech test scores for each listener were converted to Speech Reception Thresholds (SRT). The % scores were first converted to log-odds ratios and then linear regression was used to find the SNR value for the listener which gave a log-odds of 0 (i.e. 50%). In addition all frequency measurements were converted to log Hertz before modelling.

Since our analysis is focused on the HI listeners, the data points of the NH listeners were combined into one average listener.

2.2. Salamanca Data Set

The Salamanca data set was collected by Johannesen et al [10] at the Universidad de Salamanca, Spain. It consists of test scores on 68 hearing-impaired listeners. The following measurements were made of each listener’s hearing ability (code in brackets):

- Pure-tone hearing thresholds at 500, 1000, 2000, 4000 & 6000Hz. (H)
- Estimate of cochlear mechanical gain loss (also referred to as outer-hair cell loss, OHC) expressed in decibels (dB). (O)
- Basilar-membrane compression exponent (BMCE). It was defined as the slope (in dB/dB) of an inferred cochlear input/output curve over its compressive segment. (C)
- Frequency modulation detection thresholds (FMDTs), defined as the minimum detectable excursion in frequency for a pure tone carrier at 1500Hz. (F)

Speech intelligibility was assessed for speech-shaped noise (SSN) and a time-reversed two-talker masker (R2TM) using HINT sentences. Performance was recorded in terms of SRT score. Speech materials were presented with linear, frequency-specific amplification to compensate for listeners' audiometric losses.

3. Method

Our goal is to model the effects of cochlear and supra-cochlear deficits on speech intelligibility performance as measured in terms of speech reception threshold. To build a model of cochlear loss we perform a regression on the psychoacoustic measurements of each listener to predict their SRT score for each listening task. Since we do not know the form of that function we use support-vector regression (SVR) [11] that makes no assumptions about the form of the function other than listeners with similar psychoacoustics are likely to have similar scores. SVR determines a subset of the data set that can be used as examples (support vectors) against which a new listener can be compared to best predict their score. The final score is then just the linear combination of support vector scores weighted by their distance to the new vector. Since any given listener may be chosen to be one of the support vectors, we must model the data set using cross-validation, where each listener is left out in turn and a predicted score is made from a model trained from the remaining listeners. To build the cochlear loss model, the psychoacoustic measures were divided into four sets as coded in section 2, and each feature set was tested in isolation and in combination with all other feature sets. Features are normalised before modelling. A grid-search is used to find the best SVR hyper-parameters, and final predictions are computed from 10 modellings runs.

Once we have obtained a predicted score for each listener we can compare the prediction against the actual score and determine two performance measures: R², the proportion of variance in scores explained by the prediction, and mean absolute error (MAE) of prediction, which answers the question how far away on average is the prediction from the correct answer.

The difference between actual and predicted scores for a listener was used as an estimate of their supra-cochlear loss.
To explore the size and variability of the supra-cochlea loss term, we can calculate this for each one of the listening tasks in the data sets, and evaluate it on the other. We compare actual scores and the prediction from the estimated cochlear loss on each task together with the estimated supra-cochlear loss from the other task in terms of $R^2$ and MAE. Finally, we can calculate how much the estimate of the supra-cochlear loss varies across the two listening tasks to explore the extent to which the supra-cochlear loss is dependent upon the nature of the task.

4. Results

4.1. Prediction of Cochlear Loss

Table 1 shows the MAE of prediction of the SRTs for speech-shaped noise and modulated speech-shaped noise for hearing impaired listeners in the Bethesda data set for each combination of psychoacoustic features. Table 2 shows the MAE of prediction of the SRTs for speech-shaped noise masker and for a reversed two-talker masker for hearing impaired listeners in the Salamanca data set.

Table 1. SRT Prediction from Psychoacoustics for Bethesda data in MAE (dB)

<table>
<thead>
<tr>
<th>Group</th>
<th>Features</th>
<th>SSN</th>
<th>Modulated SSN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>None</td>
<td>1.982</td>
<td>3.215</td>
</tr>
<tr>
<td>Single</td>
<td>H</td>
<td>1.462</td>
<td>2.121</td>
</tr>
<tr>
<td>Single</td>
<td>C</td>
<td>1.851</td>
<td>2.871</td>
</tr>
<tr>
<td>Single</td>
<td>B</td>
<td>1.848</td>
<td>2.957</td>
</tr>
<tr>
<td>Single</td>
<td>F</td>
<td>1.539</td>
<td>2.524</td>
</tr>
<tr>
<td>Double</td>
<td>H+C</td>
<td>1.493</td>
<td>2.129</td>
</tr>
<tr>
<td>Double</td>
<td>H+B</td>
<td>1.477</td>
<td>2.027</td>
</tr>
<tr>
<td>Double</td>
<td>H+F</td>
<td>1.434</td>
<td>2.192</td>
</tr>
<tr>
<td>Double</td>
<td>C+B</td>
<td>1.903</td>
<td>3.037</td>
</tr>
<tr>
<td>Double</td>
<td>C+F</td>
<td>1.664</td>
<td>2.718</td>
</tr>
<tr>
<td>Double</td>
<td>B+F</td>
<td>1.717</td>
<td>2.507</td>
</tr>
<tr>
<td>Triple</td>
<td>H+C+B</td>
<td>1.476</td>
<td>2.135</td>
</tr>
<tr>
<td>Triple</td>
<td>H+C+F</td>
<td>1.505</td>
<td>2.251</td>
</tr>
<tr>
<td>Triple</td>
<td>H+B+F</td>
<td>1.486</td>
<td>2.085</td>
</tr>
<tr>
<td>Triple</td>
<td>C+B+F</td>
<td>1.736</td>
<td>2.628</td>
</tr>
<tr>
<td>All</td>
<td>H+C+B+F</td>
<td>1.557</td>
<td>2.174</td>
</tr>
</tbody>
</table>

Tables 1 and 2 show that incorporation of psychoacoustic features into the model can improve the prediction of speech intelligibility scores over a baseline prediction based on the mean of the other listeners. For the Bethesda data set, the MAE reduces from 1.982 to 1.434 dB for SSN, and from 3.215 to 2.027 for Modulated SSN. The reduction on the Salamanca data set is much smaller, from 1.137 to 1.018 dB for SSN, and from 1.244 to 1.006 dB for reversed two-talker masker.

The best feature set combinations were different for the different data sets and tasks; these are indicated in bold in the tables. The SRT predictions for the best performing models on the Bethesda data set are plotted in Figure 1. The SRT predictions for the best-performing models on the Salamanca data set are plotted in Figure 2. The proportion of variance explained by the best performing models is shown in the plots.

4.2. Prediction of Supra-Cochlear Loss

The supra-cochlear loss term for each listener for each task is then calculated as the difference between the actual SRT and
the SRT predicted from the best feature set for the task. Figures 3 and 4 show the predicted SRT after inclusion of the supra-cochlear loss term. In each case the loss term is computed for the other task. In both data sets and for both tasks, the prediction error is reduced by the inclusion of the supra-cochlear loss, with the MAE reducing to about 1dB for the Bethesda data set and 0.8dB for the Salamanca data set.

Figure 5 shows the correlation between the supra-cochlear loss terms across the two tasks for each of the two data sets. The graphs suggest that the supra-cochlear loss varies by around 1dB on average across the pair of tasks.

![Figure 3. SRT prediction after supra-cochlear loss included in Bethesda data set. Left: SSN score after MSN calibration, right: Mod SSN score after SSN calibration.](image)

![Figure 4. SRT Prediction after supra-cochlear loss included in Salamance data set. Left: SSN after R2TM calibration, right R2TM after SSN calibration.](image)

![Figure 5. Comparison of supra-cochlear loss across listening tasks. Left Bethesda data set, right Salamanca data set.](image)

5. Discussion

This paper has shown how SRT predictions for HI listeners may be significantly improved using an SVR model of cochlear loss based on the available psychoacoustic measures. Prediction accuracy was better in the Salamanca data set probably because the intelligibility scores were collected with equalization for listener thresholds and so were less variable to begin with. This equalization also explains the different importance given to features in the model, with thresholds being very important features for the Bethesda data set, while for the Salamanca data set, the choice of features made little difference in terms of MAE.

Cochlear loss alone only explained at best 40% of the variability in test scores across HI listeners. Inclusion of a supra-cochlear loss term (calculated from the other task) into the model explains a further 40% of the variation for the Bethesda data set, and a further 20% for the Salamanca data set. The difference is explained by Figure 5, which shows that the two tasks in the Bethesda data set are more similar than those in the Salamanca data set.

Taking both loss terms together we have shown that we can predict second test score performance from first test score performance to within 1dB MAE. This seems within the likely prediction error of a speech signal intelligibility metric.

The residual variability in prediction might come from different sources: (i) experimental error in the collection of the psychoacoustic measures or the intelligibility scores; (ii) the effects of cochlear loss on the task other than that explained by the particular set of psychoacoustic measurements available, or (iii) the task dependency of supra-cochlear loss caused by interactions between the task and cognitive deficits. This interaction might also have arisen if variation in cognition had impact on the collection of psychoacoustic measurements themselves.

In the future, better modelling might arise from: (i) a wider range of psychoacoustic measures – although the evidence presented here suggests that such measures are highly correlated with one another; (ii) a wider range of intelligibility tests per listener to unpack the reasons why supra-cochlear loss is dependent on characteristics of the task; (iii) repeated testing of listeners to obtain estimates of measurement error.

Overall the analysis presented here seems promising for the development of speech signal intelligibility metrics for hearing impaired listeners provided these include a supra-cochlear calibration term for each listener. This might be estimated by incorporating a standardised speech intelligibility test alongside standard psychoacoustic tests in their clinical assessment. The study also makes clear that further work is required to understand the causes of variability in the intelligibility of speech to the hearing impaired.
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Extended Abstract

Improvements in sound processing technology have played a critical role in the advancement of cochlear implant (CI) and hearing-aid (HA) technology. Since the inception of CIs and HAs, investigators have relied on research tools and interfaces to conduct perceptual studies. Research interfaces commonly provided by the manufacturers either have limited functionalities or are not suitable for conducting a broad range of experiments. Portability, wearability, and ease of programmability limits existing research interfaces to benchtop/laboratory use only. Real-world, long-term subject evaluations are needed to assess true potential of novel sound processing strategies.

Our center (CRSS-CILab) over past ten years has been involved in the development of portable research platforms/tools for speech and hearing research [1]. Our latest effort is to leverage computing capabilities of emerging smartphones and tablets for sound processing needs. The functional structure of the platform is shown in Fig. 1. The digital acoustic signal is sampled from Behind-the-Ear (BTE) units and transmitted to the computing platform via a USB serial port of a custom-developed interface board. The computing platform processes the acoustic signal through a sound coding strategy and generates a set of stimulation data. This data is sent back to the interface board where it is simultaneously delivered to the RF transmission coils (electric stimulation) and hearing aid transducers (acoustic stimulation). In case of electric stimulation, the data is first encoded (using the transmission protocols of the CI device) in the FPGA, before streaming to the implant (see Fig. 1).

The platform can be used for both unilateral and “time-synchronized” bilateral stimulation. Time-synchronized bilateral stimulation means that biphasic pulses and acoustic signal on both left and right ears arrive at the exact same time. In addition, the platform can be configured to provide both electric and acoustic stimulation (EAS) concurrently. Acoustic stimulation can be delivered to ipsilateral as well as contralateral ears, thereby giving 4 channels of time-synchronized stimulation simultaneously in two modes. From operational stand-point, the platform can be used in both real-time and bench-top modes. The real-time mode works similar to a clinical body-worn processor to conduct experiments in free field using the BTE microphone. The bench-top mode, on the other hand, can stream pre-processed stimuli (e.g., audio files) from a desktop PC in laboratory environment. The bench-top mode can also be used to conduct psychoacoustics or psychophysics experiments.

One of the unique and powerful capabilities of the platform is the ability to use it as a real-time speech processor in MATLAB environment. Researchers have access to real-time microphone signals, implement custom algorithms, and stream stimuli for subjective evaluation in real-time from MATLAB. Furthermore, by using smartphones/tablets, there is an additional flexibility to develop and run custom applications (Apps) that are tuned to specific experiments. The touch-screen capability and graphical controls on the smartphone provide an interactive user-interface for modifying processing parameters on the go and enable user input in real-time.

The CCi-MOBILE platform was evaluated acutely with eight post-lingually deafened adult CI users. The assessment of speech recognition was accomplished with AzBio and IEEE sentences presented at different SNR levels as well as with CNC words/phonemes. Study participants were tested in free-field, both with their clinical processor and CCi-MOBILE. The results from acute evaluation indicate that on all measures of test material, CCi-MOBILE platform ($\mu_r=59.86\pm16.02$) was not statistically different from each individual’s clinical processors ($\mu_r=56.38\pm17.96$). These results indicate that performance with the CCi-MOBILE is comparable to the clinical processor, and that it holds potential for conducting reliable speech assessments in future studies.

The CCi-MOBILE is one-of-a-kind research platform, and is orders of magnitude more flexible and computationally powerful than existing commercially available processors. It will aid in bridging scientific research with commercial applications. The research platform is intended to be an open-source contribution to the cochlear implant and hearing-aid field and will be distributed to the research community on a non-profit model.
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1. Extended abstract

Development and evaluation of new algorithms which aim to improve speech intelligibility and sound perception quality for cochlear implant (CI) users are an important research field. In general, validation of signal processing strategies in CIs is based on subjective evaluations [1]. Human testing is generally time consuming and is subject to availability of sufficient number of CI users to participate in research. In addition, it requires specialized hardware to interface with implanted electronics as well as clinical implementation of speech processing strategies. Due to limited availability of hardware and software, not all researchers have access to the required tools to assess validity and effectiveness of their research ideas.

Validation of signal processing implementations of research ideas does not necessarily require human speech assessments. Mathematical formulations can be used to characterize and compute normalized metrics which can enable signal processing engineers to compare their encoding schemes with standard implementations. Previous research in this domain, e.g. by Yousefian and Loizou [2], aimed at developing metrics that use the envelope of the processed and clean speech to estimate speech intelligibility. These metrics can be used for comparing strategies to a limited extend, as they are more suitable to evaluate robustness of noise reduction algorithms. Currently, there are not any standard metrics available to compare the output of different sound-processing strategies/implementations.

The goal of this study was to make a first step on the development of an objective tool to compare implementations of cochlear implant strategies. Such comparison may allow the validation of new implementations of existing strategies. The comparison between strategies is performed by the analysis of their electrodograms for a fixed set of input audios, and user parameters (such as threshold and comfort levels, pulse rate and shape). Two $N$-by-$M$ matrices $A$ and $A^{ref}$ represent, respectively, the electrodogram of the strategy under test and the one of the reference strategy. Here rows are related to the signal in each one of the $N$ electrodes and columns are related to the $M$ time frames of stimulation.

First, the euclidean distance, $d_i$, between the $i^{th}$ row of the two matrices is calculated, resulting in a $N$-by-1 array $d$, according to equation (1). $a_{i,j}$ is the element in row $i$ and column $j$ of the matrix $A$.

$$d_i = \sqrt{\sum_{j=1}^{M} (a_{i,j} - a_{i,j}^{ref})^2}$$  \hspace{1cm} (1)

The sum of all elements of $d$ leads to error associated with the audio file $f$, $ED_f = \sum_{i=1}^{N} d_{i,i}$ and $ED$ is the distribution of errors associated with all the files as the metric to compare two strategies.

In the present work, we have considered Advance Combination Encode (ACE) strategy as an example to demonstrate the effectiveness of the proposed approach. Three implementations of ACE strategy are compared: clinical implementation as outlined in Cochlear Corp.’s Nucleus Matlab Toolbox, an open-source version developed at the University of Texas at Dallas [3] and custom coded version developed at the Federal University of Santa Catarina [4], based on published data. The above metric was computed for several acoustic inputs of varying complexity and user parameters. These consisted of tones with varying intensities, calibrated chirp signals, consonants, vowels, and speech sentences. The output from these stimuli were used to generate reference electrodogram matrices with the Nucleus Matlab Toolbox (NMT). Student’s $t$-test was used to compare error distributions of the two implementations, $ED_{UTD}$ and $ED_{FUSC}$, to test for equivalence.

It is noted here that different implementations may result in distinct processing delays that may generate time misalignment issues between the pulses on electrodograms. In order to address this, a pre-processing for time alignment is performed. Also, slight variations in channel gains may result in variations in (timing and amplitude of) pulses across channels. The approach outlined in this paper could potentially allow the validation of new implementations of existing strategies, before performing any human testing. Future work will focus on quantifying the error in terms of its perceptual significance (intelligibility and quality), by means of subjective studies in order to understand how this metric relates to human speech perception. This may indicate possible adjustments on the metric, in order to also allow the comparison between different strategies.

2. References

Noise Suppression Algorithm Based on Loudness Management for Preserving Speech Components

Nobuhiko Hiruma¹, Hidetoshi Nakashima², Yoh-ichi Fujisaka¹

¹Rion Co., Ltd., Japan ²National Institute of Technology, Kumamoto College, Japan

n-hiruma@rion.co.jp, nakashi@kumamoto-nct.ac.jp, y-fujisaka@rion.co.jp

1. Introduction

A hearing aid amplifies the input sound from a microphone in conformity with the hearing threshold of a user; however, it simultaneously enhances undesired environmental sounds such as the noise of an air conditioner or a car. According to MarkeTrak V [1], such kinds of noise are often perceived by the hearing aid user with a strong feeling of discomfort, and thereby, the user perceives the continuous use of the hearing aid to be inconvenient.

Numerous algorithms have been proposed and implemented for hearing aids as well as cell phones for the purposes of speech enhancement, reduction of discomfort due to noise [2, 3], and alleviation of listening effort [4]. However, it is widely known today that speech intelligibility is not significantly improved by using conventional algorithms, despite the improvement in sound quality [5]. Considering that a hearing aid is an effective communication device for the hearing-impaired, the most important issue for users in their daily lives is to improve the speech recognition rate during communication. Noise reduction algorithms based on spectral subtraction estimate the spectrum of the noise component and then subtract it from the observed signal spectrum; even hence, if the speech spectrum is masked in the noise, it would result in a decrease in the output signal or level of loudness. The degradation of output level for certain frequency components might affect the speech quality depending on the hearing level of the patients, because the output sound level will be lower than the patients threshold of hearing, though this degradation has a positive effect in terms of reducing the annoyance of patients.

In this study, a noise reduction algorithm based on loudness management, which eliminates unnecessary spectral subtraction, is proposed. The concept of our algorithm is that noise components are preserved as much as possible by keeping loudness level of speech signal for positive effect of speech recognition.

2. Proposed System

Figure 1 represents a block diagram of our proposed system. Here, the observed signal $x(t)$ is defined with speech signal $s(t)$ and noise $n(t)$ as

$$x(t) = s(t) + n(t)$$  \hspace{1cm} (1)

where $t$ denotes the time index. The above Eq.1 can be written in the frequency domain as

$$X(\omega) = S(\omega) + N(\omega),$$  \hspace{1cm} (2)

where $\omega$ denotes the angular frequency. The estimated speech signal spectrum is calculated using estimated noise power [6]

$$|N'(t, \omega)|^2 = |X(t, \omega)|^2 - |S'(t, \omega)|^2.$$  \hspace{1cm} (3)

For the calculation of partial loudness based on ISO 532B, the observed and estimated speech signal spectra, $|X(t, \omega)|^2$ and $|S'(t, \omega)|^2$, are transformed into one-third octave band energy, $E_{s}(t, m)$ and $E_{s'}(t, m)$, respectively. Here, $m$ is one-third octave band index.

The partial loudness of the observed signal, $L_{s}(t, k)$, estimated speech signal, $L_{s'}(t, k)$, and output signal, $L_{o}(t, k)$, are calculated based on DIN45631 [7] using $E_{s}(t, m)$ and $E_{s'}(t, m)$. Here, $k$ denotes bark band index and the unit of the partial loudness is sone. In this algorithm, noise suppression gain is determined to make $L_{o}(t, k)$ correspond to $L_{s'}(t, k)$. Hence, the difference between $L_{s}(t, k)$ and $L_{s'}(t, k)$ is obtained as

$$L_{d}(t, k) = L_{s}(t, k) - L_{s'}(t, k),$$  \hspace{1cm} (4)

where $L_{d}(t, k)$ means suppression gain in sone for the correspondence between $L_{o}(t, k)$ and $L_{s'}(t, k)$. The suppression gain $G(t, w)$ is obtained by using $L_{d}(t, k)$ and look-up table for conversion from sone to dB, and then it is transformed into time domain to get FIR filter coefficient $w(t)$ by inverse fast Fourier transform (IFFT). The output signal $y(t)$ is obtained by convolution of $x(t)$ and $w(t)$.

3. Simulation

To confirm the feasibility of the proposed system, a numerical simulation was conducted using MATLAB. The temporal variation of the partial loudness level of the third bark is shown in Figure 1. In this figure, the blue, black, and red lines represent partial loudness of the observed signal $L_{s}(t, k)$, true speech $L_{s'}(t, k)$, and estimated speech $L_{s'}(t, k)$. Figure 3 shows the result of instantaneous partial loudness level in each bark. In this figure, the green line denotes the partial loudness level of output signal $L_{o}(t, k)$. It appears that the black and red lines are almost similar. These results indicate that the partial loudness level of estimated speech is almost the same as that of true speech.

4. Evaluation

Evaluation of the output signal in the proposed system is performed using the short-time objective intelligibility (STOI) [8]. For the sake of comparison, the output of conventional noise reduction is also evaluated. In this evaluation, pink noise is added and its level varies from -10 dB to 10 dB of signal-to-noise ratio (SNR) in steps of 2 dB. Figure 4 shows the result of this simulation. The red and blue lines represent the score of output signal of the proposed and conventional methods, respectively.
The green and black lines represent the score of speech component of the output signal by applying the gain function to these two methods, which is obtained by the convolution of speech signal with the gain function in the proposed and conventional methods.

For all the investigated SNR conditions, the trend of STOI scores for the proposed method is almost the same as that for the conventional method, although the proposed method included extra noise, which is expected to include weak speech spectral components. On the other hand, the scores of the speech part with the gain function of the proposed method are superior to that of the conventional method for low SNR conditions. This result reveals that the proposed method has gain control based on partial loudness, and improves the speech signal quality effectively, while including the extra noise. We think that there is some possibility about positive effect of speech recognition by using the extra noise, which has the same intonation as the estimated speech.

5. Conclusions

In this paper, a noise suppression algorithm based on loudness management is proposed. The results of our evaluation using STOI indicate that the score of the clean-speech output by applying the gain function in the proposed method is improved compared with that of the conventional method, while the score of noisy-speech by the proposed method is almost the same as that of the conventional method. These results imply that speech components are preserved; however, a subjective evaluation has not been performed.
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Abstract

Impaired hearing negatively affects the speech reception of an increasing proportion of aging societies world-wide. Recently, the German matrix sentence test was used with a fixed noise level to quantify the effect of impaired hearing on speech reception thresholds in 315 ears with differently pronounced hearing loss. Two domains with different linear dependences of the outcome on the pure-tone average hearing loss were identified. One domain where listening in noise dominates the results and one where the individual capacity for listening in “quiet” mainly dominates. The aim of this work was to test to which extent this behavior can be predicted by two different speech intelligibility models based on the individual audiograms. Therefore, the framework for auditory discrimination experiments (FADE) and the speech intelligibility index (SII) were individualized with the 315 audiograms, and the predicted outcomes were compared to the empirical data. Both models were found to predict the characteristic change in the slope, where FADE under-estimated and the SII over-estimated the linear dependence in the listening-in-noise domain. Over-all, FADE predictions were found to be more accurate than SII-based predictions with root-mean-square prediction errors (RMSE) of 5.6 dB and 6.8 dB, respectively. A group-wise analysis revealed that for special cases (e.g., steep hearing loss) with typically high pure-tone averages FADE provides much more accurate predictions (RMSE=6.7 dB) than the SII (RMSE=22.6 dB), while for low pure tone averages the root-mean-square prediction error is typically one to two dB lower with the SII. The conclusion of this paper is that the effect of impaired hearing on speech perception can be only partly explained with the absolute hearing threshold, which is primarily visible in the listening-in-noise domain. Probably a supra-threshold component that is moderately correlated with the absolute hearing threshold of hearing loss is responsible for up to 50% of the slope in the listening-in-noise domain.

Index Terms: speech intelligibility prediction, matrix sentence test, modeling approaches
Towards Multi-modal Hearing Aid Design and Evaluation in Realistic Audio-Visual Settings: Challenges and Opportunities

Amir Hussain\textsuperscript{1}, Jon Barker\textsuperscript{2}, Ricard Marxer\textsuperscript{2}, Ahsan Adeel\textsuperscript{1}, William Whitmer\textsuperscript{3}, Roger Watt\textsuperscript{1} and Peter Derleth\textsuperscript{1}

\textsuperscript{1}University of Stirling, UK, \textsuperscript{2}University of Sheffield, UK, \textsuperscript{3}University of Nottingham, UK, \textsuperscript{4}Sonova AG, Switzerland
\textsuperscript{1}ahu@cs.stir.ac.uk, \textsuperscript{2}j.barker@sheffield.ac.uk

Abstract

A limited number of research developments in the field of speech enhancement have been implemented into commercially available hearing-aids. However, even sophisticated aids remain ineffective in environments where there is overwhelming noise present. Human performance in such situations is known to be dependent upon input from both the aural and visual senses that are then combined by sophisticated multi-level integration strategies. In this paper, we consider the opportunities and challenges presented by hearing-aid development in an audio-visual (AV) speech context. First, we posit the case for new multi-modal AV algorithms that enhance speech quality and intelligibility with the aid of video input and low-latency combination of audio and visual speech information. Second, we consider the challenges that the AV setting presents to hearing aid evaluation. We argue that to meaningfully reflect everyday usage, hearing aid evaluation needs to be performed in an audio-visual setting regardless of whether hearing aids are directly using visual information themselves. We consider the need for new AV speech in noise listening tests, and for research into techniques for predicting objective AV speech quality and intelligibility. Finally, an AV speech enhancement evaluation challenge is proposed as a starting point for stakeholder discussion.

Index Terms: audio-visual speech, speech enhancement, speech intelligibility assessment

1. Introduction

The multimodal nature of speech is well established. Speech is produced by the vibration of the vocal cords being filtered according to the configuration of articulatory organs. Due to the visibility of some of these articulators (i.e., lips, teeth and tongue), there is an inherent and perceptible relationship between audio and visual speech properties. Pioneering work \cite{1,2,3} demonstrated that listeners exploit this relationship, unconsciously lip reading to improve the intelligibility of speech in noise \cite{4}. Further, looking at a speaker makes speech more detectable in noise \cite{5}, i.e., as if audio cues are being visually enhanced \cite{6}.

Embracing the multimodal nature of speech presents both opportunities and challenges for hearing assistive technology: on the one hand there are opportunities for the design of new multimodal algorithms; on the other hand multimodality challenges the current standards for hearing aid evaluation, which generally consider the perception of the audio signal in isolation.

This paper will first consider the potential benefits of designing fully audio-visual hearing devices. In particular, we consider the design of a new breed of device that employs both microphones and video sensors. Such a device has the potential to extract information from the pattern of the speaker’s face and lip movements and to employ this information as an additional input to speech enhancement algorithms. In Section 2 we discuss the AV-COGHEAR project that is aiming to build and test prototypes of this technology.

In Section 3 we turn attention to the challenge of hearing device evaluation. Our main concern in this regard is that standard evaluation strategies, which use an audio-only setting, may not be predictive of a device’s performance when used in real multimodal conditions. This is just as much true for devices that use audio-only input as it is for audio-visual devices. We consider the requirements of a fully multimodal evaluation and conclude in Section 4 by making a proposal for an open multimodal speech enhancement challenge that we hope will stimulate fresh research in this area.

2. Audio-Visual speech enhancement

2.1. Background

Despite decades of research, there are are few speech enhancement algorithms that can reliably increase the intelligibility of speech corrupted by complex noises typical of everyday listening conditions. For example, spectral subtraction can be very effective for reducing the perception of noise in stationary conditions, but the apparently ‘cleaner’ processed speech turns out to be no easier to understand. If multiple microphones are available then beamforming algorithms can lead to genuine speech intelligibility improvements but even these techniques are hard to employ in an unpredictable noise environment. Consequently hearing aid algorithms achieve most of their benefit simply by amplifying the signal into the audible range, and offer little advantage for speech listening when speech is present in high levels of background noise.

There is reason to believe that, in contrast to audio-only algorithms, audio-visual speech enhancement approaches may be able to offer consistent intelligibility gains – especially for hearing impaired listeners. To understand why visual features may be beneficial it is important to understanding why noise renders speech less intelligible in the first place. The commonly understood view is that the noise sources reduce speech intelligibility by energetically masking the target source. Visual signals can then restore intelligibility by delivering phonetic information that has been obliterated in the masked regions. However, this is only part of the picture. Intelligibility is also governed by informational masking (IM), i.e., the degree to which the auditory system is able to, i) segregate spectro-temporal (ST) regions that are speech dominated from those that are background-dominated, and ii) focus attention on the target regions.
IM is amplified by even mild hearing impairment, leading to large speech intelligibility losses in social situations where speech is present in the noise background. It has been suggested that this is partly due to the loss of precision with which ‘grouping cues’ are encoded – i.e., signal properties such as periodicity and apparent location that allow for a signal to be sequentially organised. [7]. Schwartz et al. [8] have shown that visual cues can be exploited at a pre-phonetic stage, reducing IM. Essentially, visual cues can supplement auditory grouping cues, providing a signal that directs attention to the ST regions dominated by the target source.

We believe that listeners may benefit from an AV hearing device that is able to mimic the IM releasing function of visual cues. For example, the device would use perceptual analysis to direct the audio signal processing to amplify speech signal components and attenuate noise components.

2.2. The AV-COGHEAR project
The ongoing UK Engineering and Physical Sciences Research Council (EPSRC) funded AV-COGHEAR project, collaboratively led by Stirling and Sheffield Universities, is a first attempt at developing a cognitively-inspired, adaptive and context-aware approach for combining audio and visual cues (e.g., from lip movement) to deliver speech intelligibility enhancement [9].

The project’s overarching goal is the development of next-generation multi-modal hearing aids and listening devices that have the potential to be a disruptive technology redefining user expectations. Beyond hearing aid devices we foresee impact in a number of areas including: cochlear implant signal processing, speech recognition systems, auditory systems engineering in general, and clinical, computational, cognitive and auditory neuroscience. A preliminary deep-learning-driven, multi-modal speech enhancement framework pioneered at Stirling [10] is currently being significantly extended to incorporate innovative perceptually-inspired models of auditory and AV scene analysis developed at Sheffield [11]. Further, novel computational models and theories of human vision developed at Stirling are being deployed to enable real-time tracking of facial features. Contextual multimodality selection mechanisms are being explored, and collaborations with SONOVA and MRC IHR, will facilitate envisaged delivery of a clinically-tested software prototype.

In the literature, much progress has been made to develop enhanced speech processing algorithms capable of improving speech quality. In contrast, little work has been conducted to design algorithms that can improve speech intelligibility. In this project, our hypothesis is that it is possible to combine visual and acoustic input to produce a multimodal hearing device that is able to significantly boost speech intelligibility in the everyday listening environments, in which traditional audio-only hearing devices prove ineffective.

To test this hypothesis, we are collaboratively working to develop and clinically validate a next-generation cognitively-inspired, AV hearing-device software prototype, capable of real-time implementation, which will autonomously adapt to the nature and quality of its visual and acoustic environmental inputs. In this context, we have currently developed two contrasting approaches to speech enhancement developed respectively at Stirling and Sheffield: (1) A deep lip-reading driven Weiner filtering approach, shown in Figure 1 and (2) an audio-visual analysis-resynthesis approach, depicted in Figure 2 [12]. The preliminary objective and subjective evaluation has revealed the potential and reliability of the proposed AV technology as compared to the state-of-the-art audio only speech processing techniques.

3. Speech enhancement evaluation in realistic AV settings

3.1. Background
The development of hearing devices that utilise both audio and visual information, highlights the growing need for hearing devices to be evaluated in realistic multimodal settings. In the literature, there exist several standards for evaluating hearing aid algorithms in audio only settings, ranging from the Connected Speech Test (CST) [13], the Speech Intelligibility Index (SSI) [14], to Kates’ extension to the SSI [15]. However, there are no established standards for evaluating hearing-aid algorithms in audio-visual settings. Note, an audio-visual extension of the CST [16] was proposed shortly after the audio-only test but has not been widely adopted.

Evaluating a hearing device in an audio-only setting may produce a misleading view of the speech intelligibility benefits it will provide. Except in a few naturally audio-only situations, (e.g., telephone conversations), hearing aid users who are struggling to understand speech in noise will be closely attending the speaker’s lips. These listeners will therefore experience a visual benefit which will improve their aided-performance. Note, this is true regardless of whether the hearing aid is using the visual signal itself. The size of this visual benefit needs to be accounted for.

Visual benefit would not be a problem for hearing aid evaluation if the size of the benefit was independent of the hearing aid algorithm. If this was true then the ranking of algorithms would remain the same and a best algorithm could still be chosen. However, this is unlikely to be the case. For example, consider an algorithm that emphasises aspects of the acoustic signal that are redundantly encoded in the visual signal. This algorithm might provide large benefits in an audio-only evaluation but then be shown to proffer little benefit in a setting where the user sees the lip movements directly.

Despite the clear necessity for hearing aid speech performance to be evaluated from an AV perspective, there has been very little work in this direction. Recently, Wu and Bentler [17] examined how visual cues impact directional benefit and preference for the directional microphone hearing-aid. The authors administered two speech recognition in noise tests to assess directional benefit: (1) the AV version of the Connected Speech Test (CST; [13, 16]) and (2) the Hearing in Noise Test [18] to investigate the impact of visual cues on the directional benefit. It was reported that visual cues significantly improved speech recognition performance to its ceiling level and reduced the directional benefit and preference for directional processing.

3.2. Challenges for audio-visual hearing aid evaluation
In this section we outline the main challenges facing audio-visual speech intelligibility testing.

3.2.1. Audio-visual HA performance predictors
In an ideal world, hearing aid algorithms could be evaluated cheaply using algorithms that would predict the intelligibility and/or quality of the processed speech. The processed audio signal and its video counterpart could be fed into an objective test that would accurately predict intelligibility of the signal. Unfortunately, this is an unrealistic proposition which
remains a challenge even for audio-only evaluation.

There have been many proposed metrics for objective speech quality and intelligibility prediction. Algorithms are categorised as intrusive or non-intrusive depending on whether they require a clean speech reference signal or not, respectively. We can assume that for hearing-aid development a reference signal can be available and therefore intrusive algorithms can be applied. These include the normalized covariance metric (NCM) [19] and short-time object intelligibility (STOI) [20] which predict intelligibility and perceptual evaluation of speech quality (PESQ) [21] which predicts speech quality. Although different in detail, these algorithms all operate by making a weighted comparison between an auditorily-inspired representation of the reference and corrupted signal.

More recently developed predictors have been especially designed for hearing aid (HA) processing. These include the HA speech quality index (HASQI) [22], the HA speech intelligibility index (HASPI) [23], and an extension of the perception-model-based quality prediction method (PEMO-Q) [24] adapted for hearing impairment (PEMO-Q-HI) [25]. These predictors again compare a reference and a processed signal in an auditory model space, however, their auditory models can be tuned to mimic the effects of a listener’s hearing impairment, (e.g., raised thresholds, filter broadening, etc).

A particular problem with these approaches is that their performance can be sensitive to the type of processing performed by the aid (see [26] for a review). For example, non-linear frequency compression (NFC) – a recent development in hearing aids which warps the signal spectrum to fit the listener’s usable frequency range – can generate big apparent differences between the reference and processed signal. Unless the metric is designed to expect NFC and compensate for this frequency warping it will predict the NFC processed signal to have low quality/intelligibility. The fundamental problem here is that the metrics are necessarily built on shallow models of speech perception. The resulting need to fit the prediction models to hearing aid algorithms is surely problematic if they are expected to effectively evaluate novel and unanticipated approaches to hearing aid signal processing.

When considering audio-visual intelligibility the situation is worse. There are no adequate models of how acoustic and visual speech information are combined during speech perception. There are currently no models that can predict effects such as informational masking release in non-stationary masker conditions. Without this understanding there is no basis on which to start building models of AV speech intelligibility.

3.2.2. Difficulties with speech-in-noise listening tests

There are a large number of standard speech-in-noise listening tests that can be used to directly measure the intelligibility benefit of a hearing device. They include adaptive and fixed SNR tests. The former include the Hearing in Noise Test
These tests automatically adapt the SNR to the threshold at which communication breaks down (i.e., at which a fixed percentage of words are incorrectly recognised). They are quick and easy to administer but have the drawback of not being able to provide information about performance at other SNRs above and below this threshold. Fixed SNR tests such as CST [13] and Speech Perception in Noise Test (SPIN) [33] measure the percentage of words correctly recognised at a presentation SNR. However, they are susceptible to ceiling effects, i.e., no benefit can be measured once all words are recognised correctly. Choosing an appropriate SNR can be difficult.

Tests vary with respect to the type of speech material - some using isolated words and others complete sentences. Sentences are regarded as more appropriate materials for intelligibility measurement as they reflect real speech and produce steeper psychometric functions that more accurately estimate threshold SNRs. Sentences need to be carefully designed to be phonetically balanced and to have low predictability. So-called ‘matrix tests’ achieve this by using randomly chosen words from the closed-set in each word position in a sentence: e.g., a sentence might be composed as: <name>, <verb>, <number>, <adjective>, <noun> with 10 choices for each slot leading to 100,000 possible sentences. Such tests have been designed for many different languages, e.g., German [34, 35], Spanish [36], English [37], etc. There has been recent success in predicting sentence test performance in a wide range of noise conditions using statistical techniques adapted from the speech recognition community [38].

Speech-in-noise tests have primarily been designed for use in clinical settings for fitting a device to a given user. Comparing two devices for a given user is a well-posed problem. However, if a conclusion is required about which device is better in a more general sense, then obvious problems emerge. The question is impossible to answer independently of some characterisation of the user, i.e., the precise nature and degree of their hearing deficit. The test would then require a pool of listeners matching this characterisation that is large enough to average out remaining individual differences. This is particularly problematic given that audiograms – the standard characterisation of hearing deficit – can be poor predictors of speech in noise performance (and even poorer predictors of audio-visual speech recognition ability).

The difficulties experienced with audio-only testing are compounded in audio-visual settings, specifically: the visual cues may make it more likely to encounter ceiling effects; the test-retest scores are likely to be more variable given the increased cognitive complexity of the task; there is a starker contrast between controlled, well-framed, clearly articulated visual input and video characteristic of everyday conversational settings; and selecting homogeneous listener pools is more challenging as there are large and unpredictable individual differences in visual speech benefit amongst listeners.

3.2.3. The need for a realistic AV corpus

Reliable evaluation of future AV speech filtering technology will require subjective intelligibility assessment. This raises the question of what type of speech material to use. Although there exist a number of small well-controlled audio-visual speech corpora, such as BANCA [39], AVICAR [40], ViDiTIMIT [41], and Grid [42], there is a need for evaluation of multi-modal speech enhancement systems using realistic audiovisual speech data. Audio-visual datasets are required in which speakers are speaking more naturally than in many existing corpora, including conversational speech and imperfect visual data. This is represented by the speaker moving their head, obscuring their face, and also different levels of background noise to take account of the Lombard effect (where speakers naturally adjust their speech to take account of different levels of background noise). To our knowledge, there is no corpus available that contains a sufficient range of AV speech data, or variety of A and V noise (i.e., acoustic noise, speaker movement and occlusion, etc.).

4. Conclusion – Towards an open AV evaluation framework

Future multimodal hearing devices will demand new approaches to evaluation. There will be a need to reconsider how hearing aid algorithms are evaluated during development so as to incorporate visual input, subject to real-time, low-latency constraints. There is also need to reconsider how devices are prescribed and fitted to patients. It will no longer be appropriate to use audio-only speech-in-noise tests. For the new devices the key question will be how the AV processing of the device interacts with the AV processing of the user when presented with realistic AV input.

New standards will only emerge from discussion across the sector involving manufacturers, health care professionals, audiologists and patients. We hope the 2017 CHAT Workshop will provide a starting point for this activity. To stimulate progress we plan to organise an open competition for AV speech enhancement evaluation, which could be run as part of an international INTERSPEECH Workshop in 2018. The competition could run along similar lines to the ISA Blizzard Challenge where the cost of participation pays for evaluation of the algorithms.

We conclude by presenting a tentative proposal for hearing algorithm evaluation with the aim of seeking feedback from the community.

The evaluation campaign will have two phases:

**Phase 1** - development of enhancement algorithms: The proposal would be to use the existing AV Grid corpus [42] as the source material. This has a design similar to a matrix test and has already had extensive use in audio-only speech intelligibility studies. We would then mix this corpus with everyday complex noise backgrounds such as café and street noises recorded in the CHiME-3 corpus [43]. Participants would be invited to apply their algorithms (audio-only or audio-visual). We would then measure subjective intelligibility and subjective quality using a large bank of paid listening subjects who would be presented with the processed audio alongside the video. The evaluators could be NH or a homogenous group of HI listeners.

**Phase 2** - development of new objective measures: Phase 1 will generate a large amount of listener data, i.e., showing how listeners have responded to variously-processed noisy AV speech samples. This data can then be used to test models that predict AV intelligibility and speech quality. We could immediately evaluate existing audio-based predictors which would be expected to underestimate AV performance. The challenge would then be to develop new AV predictors that extend these models. We would release a subset of the data from Phase 1 for model development and retain a hidden set for model evaluation.
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Abstract

Source separation is a useful technology for improving the benefit from hearing aids. However, most of the existing approaches to evaluating source separation rely on computational methods, and do not consider the effect of the algorithm on the end user. We seek to address this mismatch by quantifying the benefit of two state-of-the-art deep neural network (DNN) based source separation techniques, in terms of actual speech intelligibility benefits evaluated via subjective listening tests with 15 hearing impaired (HI) listeners, as well as more established computational metrics by which most source separation algorithms are currently compared. We present here our proposed source separation approach which is a novel application of the ‘Convolutional Recurrent Neural Network’ (CRNN) deep learning architecture, and compare it with feedforward deep neural network (FDNN) approach. We evaluate these approaches on two talker mixtures from Danish hearing in noise test (HINT) database. We are particularly interested in speech separation in this work as the hearing-impaired listeners have problems understanding speech in the presence of one or more competing voices.

Index Terms: source separation, deep neural networks, low latency, hearing aids

1. Introduction

Source separation is an important technology for improving hearing aid performance, and recently, large advances in this domain have been achieved using a range of techniques using ‘deep neural networks (DNN)’ – whereby mapping of an input to a target output is realised through learning complicated non-linear relationships which are captured within the network parameters. These approaches achieve state-of-the-art performance even at very low latency, which is critical for hearing aids [1]. It has been postulated (e.g., in [2]) that delays larger than 10 ms are objectionable to hearing impaired (HI) listeners. The algorithmic delay of the DNN based approach used in our work is 8 ms. This low-latency performance is therefore one of the critical design features when considering source separation for hearing aids.

Alongside low-latency performance, another primary goal of a hearing-aid algorithm is to improve speech intelligibility, yet most of the current evaluation methods do not address this need with respect to hearing-impaired listeners. Typically, source separation algorithms, and the literature which reports them, focuses primarily on the performance of the algorithms in terms of separated source energy (e.g., source to distortion ratio (SDR) [3]), predicted perceptual quality (PEASS [4]), or predicted intelligibility. The existing predicted intelligibility metrics such as short term objective intelligibility (STOI [5]) and extended short term intelligibility (ESTOI [6]) are based on models of normal hearing and tested on normal hearing listeners, so they may not be accurate predictors of algorithm performance for use in hearing aids.

Overall, current trends for developing and evaluating source separation as a general technology do not adequately consider the needs of its use specifically for hearing aids. We therefore seek to address this in both development of low-latency source separation and evaluation strategy and present our findings to date here.

2. DNN for source separation

We use the time-frequency masking paradigm of source separation whereby a DNN is used to predict time-frequency mask corresponding to the target speaker. The input features are short-time Fourier transform (STFT) coefficients and output is soft ratio mask defined as the ratio of magnitude spectrum of the target speaker and sum of magnitude spectra of constituent sources in the acoustic mixture (e.g., in [7, 8]). The predicted time-frequency mask is multiplied with mixture spectrum to yield the target speaker spectrum.

We investigate convolutional recurrent neural network (CRNN) for source separation, originally proposed in [7]. The motivation of using this architecture is to combine the feature extraction property of convolutional layers from the input, i.e., time-frequency representation of the acoustic mixture in our case, and the ability of recurrent layers (with long short term memory (LSTM) units [9]) to model long term temporal dependencies. We compare this architecture to a feedforward DNN architecture similar to the one used in [10]. Table 1 shows the hyperparameters used for the two architectures. Note that in case of FDNN, frames spanning previous temporal context of 32 ms is fed to the input for estimation of the current frame, as was done in [10]. For more details on hyperparameter selection for the two architectures, please refer [7]. Output neurons for both topologies use sigmoid activations while hidden units for CRNN are rectified linear units and FDNN are sigmoid units. Max pooling is used after each convolutional layer in CRNN but only along frequency axis. Dropout regularization of 0.4 is used. For training DNNs Keras library [11] is used.

3. Evaluation

The dataset used for training and evaluation of neural networks is an extended version of the Danish hearing in noise test (HINT) dataset developed by [12]. The extended version consists of three male and three female speakers, each of them
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Table 1: Hyperparameters used for the FDNN and CRNN. The pooling scheme represents max pooling operation along time and frequency axes.

<table>
<thead>
<tr>
<th></th>
<th>FDNN</th>
<th></th>
<th>CRNN</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>hidden layers</td>
<td>hidden neurons</td>
<td>previous context</td>
<td>conv. layers</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1024</td>
<td>32 ms</td>
<td>3</td>
</tr>
</tbody>
</table>

recorded speaking 13 lists consisting of 5 word natural sentences [13]. We use four lists for training and one list for validation. The remaining eight lists are used for testing. The test mixtures are prepared by summing the signals corresponding to the two talkers. The evaluation of the methods is based upon: 1) Computational metrics of separation, i.e., source to distortion ratio (SDR), and extended short term objective intelligibility (ESTOI), the latter being better suited to our task as interferer in our case (i.e., for two talker mixtures) is non-stationary; and 2) Word recognition tests with hearing impaired listeners.

For subjective listening tests, a target-masker (TM) setup is used where one of the constituent speaker serves as the target signal. A cue is provided before the playback to indicate which of the speaker sentence the listener must reproduce. The listening test scores are percentage of correct word scores reproduced by the listener, transformed according to [14] to remove floor and ceiling effects. The study involves 15 hearing-impaired listeners with moderate to severe sloping hearing losses. In addition to the two DNN test conditions, we have two more test conditions: one where unprocessed mixture is presented (referred as Sum) and the other where the ground truth source is presented (referred as Separate). A comparison between these four test conditions is made.

4. Results and conclusions

Table 2 reports SDR and ESTOI values corresponding to FDNN and CRNN, for three speaker pairs: M1 F1, M1 M2, and F1 F2. CRNNs here showed a slightly better average ESTOI scores than FDNN. The subjective listening test, as depicted in Figure 1, showed a significant benefit of 35 % points with the DNN methods in comparison to the Sum condition. The difference between the two DNN modes was not found statistically significant albeit a slightly higher mean accuracy was observed for CRNN as compared to FDNN. It is interesting to observe that ESTOI metric showed similar pattern but the difference in performance between the two DNN architecture is not large enough to infer if the ESTOI metric is a good predictor of intelligibility performance for HI listeners.

The obtained results in this study show that DNN based algorithms have significant potential for improving speech intelligibility for HI listeners in tasks where a speech signal of interest is to be attended to in the presence of a masker speech signal. A more exhaustive description of listening test results will be reported in [15].

Table 2: Performance metrics for the two DNN architectures.

<table>
<thead>
<tr>
<th>Speaker pair</th>
<th>FDNN</th>
<th>CRNN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SDR</td>
<td>ESTOI</td>
</tr>
<tr>
<td>M1 F1</td>
<td>7.42</td>
<td>0.77</td>
</tr>
<tr>
<td>M1 M2</td>
<td>5.96</td>
<td>0.76</td>
</tr>
<tr>
<td>F1 F2</td>
<td>5.40</td>
<td>0.71</td>
</tr>
</tbody>
</table>

Figure 1: Word recognition rates for the two DNN architectures for TM task. The vertical bars denote 0.95 confidence intervals.
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Abstract

Dereverberation processing is necessary for hearing-aid systems with a limitation of computational cost because reverberation degrades speech intelligibility in some reverberation environments. The spectral subtraction (SS) method is a simple and well-known technique as not only a noise-reduction method but also a dereverberation method. In dereverberation methods that are based on SS for hearing aids, it is desirable to estimate the reverberation power with blind processing. The SS-based blind-estimation method was proposed by Sunohara et al. using exponential averaging with attack and release time constants for single-channel speech signals.

In this paper, we evaluate the estimation accuracy of the reverberation components of the proposed method. The estimation error, which is the difference between the true and estimated reverberation power was used for evaluation, that was compared the results obtained with the method proposed by Lebart et al., which is a non-blind SS-based dereverberation method. From the results, the reverberation power was more correctly estimated, especially in the case of long reverberation, and the estimation error of the proposed method was about a half of the well-known non-blind method by Lebart.

Index Terms: reverberant speech, blind estimation, hearing aids, exponential averaging, spectral subtraction

1. Introduction

Speech recognition is difficult owing to the reverberation. In particular, hearing-impaired persons have difficulties when listening to a speech in reverberation environments. For example, their recognition rates of speech decrease as the reverberation time increases [1]. For severely hearing-impaired listeners, it becomes hard to follow conversations in noisy or reverberant conditions even when speaking with only one person, as Moore et al. reported [2].

According to Folkard et al.\textsuperscript{[3]}, listening may be improved performing dereverberation processing in hearing aids for hearing-impaired persons. Many researchers have studied dereverberation processing for a long time, and many methods have been proposed. Neely et al. proposed a method using inverse filtering of the room impulse response [4], and Gannot et al. employed a signal subspace approach [5]. Although these methods are effective for dereverberation, it is hard for them to be implemented into hearing aids because of the limited of computational resource available. A method that is considered to be relatively simple is the spectral subtraction (SS) method [6], which is effective not only for noise reduction but also for dereverberation [7]. L"ollmann proposed a dereverberation method based on the SS method for hearing-aid systems [8].

The accurate estimation of reverberant components is important for the SS method. There are two kinds of estimation methods—namely, non-blind methods and blind methods. For non-blind estimation methods [9, 10], information about the sound field, such as the reverberation time, is required beforehand. On the other hand, ordinary blind estimation methods do not require previous information about the sound field [11, 12, 13]. However, most of them require multiple microphones to estimate the reverberant components; hence, it is difficult to implement them into hearing aids. Recently, we proposed a dereverberation system with the blind estimation method using only single-channel speech signals based on exponential averaging with attack and release time constants [14, 15].

In this paper, we evaluate our proposed dereverberation system with blind estimation of reverberation power was evaluated. True reverberation power was calculated from the impulse responses without direct sound to obtain an estimation error, which is the difference between true and estimated reverberation powers. The estimation error of the proposed estimation method was compared with that of a typical non-blind method proposed by Lebart [9].

2. Dereverberation Method

2.1. Spectral Subtraction

The SS method was proposed by Boll in 1979 as a noise-reduction method [6]. It is also known to be valid for dereverberation. Then, Kinoshita et al. evaluated the validity of the SS method for the reduction of latter reverberant components caused by evaluation experiments using spectrogram and automatic speech recognition (ASR) [7]. The above-mentioned method is relatively simple compared with other methods, such as inverse filtering or the signal subspace approach [4, 5]. The procedure of the SS method is as follows:

Step\textsuperscript{1}: Perform a Fourier transformation on the input signal.
Step\textsuperscript{2}: Estimate the noise/reverberation power of the input signal.
Step\textsuperscript{3}: Subtract the estimated noise/reverberation power from the power of the input signal.
   (This subtracted power is treated as the gain.)
Step\textsuperscript{4}: Multiply the gain by the input power.

In the second step in the procedure, it is necessary to accurately estimate the reverberation power for dereverberation. In the dereverberation method proposed by Lebart, the reverberation power is estimated using an impulse response model [9], and it is a well-known non-blind estimation method.
2.2. Exponential Averaging with Attack and Release Time Constants

Figure 1 shows the signal flow of our dereverberation system, which includes our proposed estimation method for reverberation power. An input signal from the microphone is analyzed using a frequency-warped filterbank (FWF) [16, 17], and transformed into the frequency domain using FFT. Sunohara et al. applied the weighted overlap-add (WOLA) filterbank [18] in a part of analysis/synthesis [14]. After the analysis, the smoothed signal power is calculated, and then the reverberation power is also estimated from the smoothed signal power. The gain function, which is derived from the above two powers, was smoothed in order to avoid musical noise issues in the output signal. The smoothed gain function was then transformed into the time domain and convolved with the warped signal that was passed through in each all-pass filter (APF).

Exponential averaging is one of the smoothing methods that were proposed by Roberts [19], and it is frequently used as a low-pass filter (LPF) on the field of signal processing. The weighting coefficient changes depending on the relationship between the estimated reverberation power and the input signal power. This method is given as follows.

Input signal \( x(t) \) is generated by convolving the source signal \( s(t) \) with the room impulse response \( h(t) \), which includes the reverberation component,

\[
x(t) = s(t) * h(t),
\]

where \( * \) represents the convolution operation. The frequency-analyzed input signal obtained by FWF is represented as \( X(l, \omega) \), where \( l \) and \( \omega \) denote the time and frequency indexes, respectively. The smoothed power \( |\hat{X}(l, \omega)|^2 \) is given as

\[
|\hat{X}(l, \omega)|^2 = \beta |X(l, \omega)|^2 + (1 - \beta) |\hat{X}(l - 1, \omega)|^2,
\]

where the parameter \( \beta (0 < \beta \leq 1) \) represents the weighting value in exponential averaging. \( |\hat{X}(l, \omega)|^2 \) includes the reverberation power \( |\hat{Z}(l, \omega)|^2 \). Sunohara et al. estimated the reverberation power [14],

\[
|\hat{Z}(l, \omega)|^2 = \gamma(l) |\hat{X}(l, \omega)|^2 + \{1 - \gamma(l)\} |\hat{Z}(l - 1, \omega)|^2,
\]

where \( \gamma(l) \) is a parameter that determines the time constant of exponential averaging

\[
\gamma(l) = \begin{cases} \gamma_{\text{rel}}, & (|\hat{X}(l, \omega)|^2 > |\hat{Z}(l - 1, \omega)|^2) \\ \gamma_{\text{att}}, & \text{(otherwise)} \end{cases}
\]

Finally, the gain function \( G(l, \omega) \) is obtained from the smoothed power of the input signal \( |\hat{X}(l, \omega)|^2 \) and reverberation signal \( |\hat{Z}(l, \omega)|^2 \),

\[
G(l, \omega) = \begin{cases} \frac{|\hat{X}(l, \omega)|^2 - |\hat{Z}(l, \omega)|^2}{|\hat{X}(l, \omega)|^2}, & (|\hat{X}(l, \omega)|^2 > |\hat{Z}(l - 1, \omega)|^2) \\ 0, & \text{(otherwise)} \end{cases}
\]

Then, the gain function \( G(l, \omega) \) is smoothed to \( G_{\text{sm}}(l, \omega) \) using the exponential averaging, as shown in Eq.(2). \( G_{\text{sm}}(l, \omega) \) is transformed by IFFT and convolved with the signal analyzed by APFs as shown in Fig.1.

2.3. Well-known non-blind estimation method

Lebart used the power spectral density (PSD) to estimate the reverberation power from the reverberation time, which is a well-known non-blind estimation method [9],

\[
|\hat{Z}(l, \omega)|^2 = e^{-2\Delta t_0} |\hat{X}(l - l_0, \omega)|^2,
\]

where \( l_0 \) is the typical duration for which it can be assumed that the signal is stationary. In this paper, let \( l_0 \) be 50 ms and

\[
\Delta = \frac{3\ln 10}{T_r},
\]

where \( T_r \) is the reverberation time.

3. Experiment

In this section, a numerical experiment is conducted in order to evaluate the accuracy of proposed method by comparing the estimated reverberation power with true one as the estimation error.

3.1. Method

The reverberation speeches for the experiment were created by convolving anechoic speeches with an impulse response. The reverberation was modeled based on Polack’s model [20]. In Polack’s model, it is assumed that the room impulse response \( h(t) \) is generated using an unsteady stochastic process

\[
h(t) = \begin{cases} 0, & t < 0 \\ b(t)e^{-\Delta t}, & t \geq 0 \end{cases}
\]
Figure 2: Pattern diagram of the room impulse response based on the model proposed by Polack [20]. The first part \( h_d(t) \) represents a direct sound and the second part \( h_r(t) \) represents a reverberation component. The border between the direct sound and the reverberation component was 50 ms.

where \( b(t) \) is a steady Gaussian noise with an average of 0, and \( \Delta \) is shown in Eq.(7).

Impulse responses were created based on this model. A direct sound is assigned at the beginning of the impulse response, and the reverberation decay starts from 50 ms after the direct sound. Let \( h_d(t) \) be the first part before 50 ms and \( h_r(t) \) be the second part after 50 ms. The impulse response with direct sound and the reverberation component is defined by

\[
\hat{h}(t) = \begin{cases} 
0, & t < 0 \\
h_d(t), & 0 \leq t \leq 50 \text{ ms} \\
h_r(t), & 50 \text{ ms} \leq t 
\end{cases}
\] (9)

\[
h_d(t) = \begin{cases} 
1, & t = 0 \\
0, & 0 \geq t 
\end{cases}
\] (10)

\[
h_r(t) = b(t)e^{-\Delta t},
\] (11)

where \( b(t) \) is the same as shown in Eq. (8). Figure 2 shows a pattern diagram of the impulse response.

For the evaluation, we used the difference between the estimated reverberation power and the true reverberation power, which is the estimation error. First, a true reverberation speech without direct sound was generated by convolving an anechoic speech with \( h_r(t) \).

\[
z_{true}(t) = s(t) \ast h_r(t),
\] (12)

Table 1: Experimental condition.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \gamma_d ) (time constant)</td>
<td>( 3.125 \times 10^{-3} ) (20 s)</td>
</tr>
<tr>
<td>( \gamma_r ) (time constant)</td>
<td>( 6.250 \times 10^{-4} ) (1.0 \times 10^{-1} s)</td>
</tr>
<tr>
<td>Gain estimation parameter: attack (time constant)</td>
<td>( 1.250 \times 10^{-2} ) (5.0 \times 10^{-3} s)</td>
</tr>
<tr>
<td>Gain estimation parameter: release (time constant)</td>
<td>( 9.375 \times 10^{-4} ) (6.7 \times 10^{-2} s)</td>
</tr>
<tr>
<td>Smoothing parameter: ( \beta )</td>
<td>( 1.250 \times 10^{-3} )</td>
</tr>
<tr>
<td>Lower bound of gain reduction: ( \eta )</td>
<td>0</td>
</tr>
<tr>
<td>Sampling frequency [kHz]</td>
<td>16</td>
</tr>
<tr>
<td>Reverberation time [s]</td>
<td>1.0, 1.5, 2.0</td>
</tr>
<tr>
<td>FFT length [samples] (time)</td>
<td>32 (2 ms)</td>
</tr>
</tbody>
</table>

Figure 3: Level of estimated powers. This figure shows the level of powers of the input signal (blue line), the reverberation signals estimated by the proposed method (black line) and by the non-blind method proposed by Lebart (green line), and the true reverberation signal (red broken line) at the 8th frequency band in FWF, whose central frequency was 1100 Hz. The reverberation time \( T_r \) was 1.5 s.

which is \( z_{true}(t) \) a true reverberation speech. It was transformed to \( |\hat{Z}_{true}(l, \omega)| \) in the frequency domain by FFT, and \( |\hat{Z}_{true}(l, \omega)| \) was smoothed according to Eq.(2),

\[
|\hat{Z}_{true}(l, \omega)|^2 = \beta |\hat{Z}_{true}(l, \omega)|^2 + (1 - \beta)|\hat{Z}_{true}(l - 1, \omega)|^2.
\] (13)

Second, the sum of the estimated reverberation power \( |\hat{Z}(l, \omega)|^2 \) and the true reverberation power \( |\hat{Z}_{true}(l, \omega)|^2 \) was calculated for each method, after which the sum of the difference between the estimated and true reverberation powers \( S_{diff}(\omega) \) was calculated,

\[
S_{est}(\omega) = \sum_l |\hat{Z}(l, \omega)|^2,
\] (14)

\[
S_{true}(\omega) = \sum_l |\hat{Z}_{true}(l, \omega)|^2,
\] (15)

\[
S_{diff}(\omega) = \sum_l \{ |\hat{Z}(l, \omega)|^2 - |\hat{Z}_{true}(l, \omega)|^2 \}.
\] (16)

In this analysis, the summation was calculated for 3.0 s from the beginning. Finally, the ratio of the sum of the difference power \( S_{diff}(\omega) \) and the sum of true reverberation power \( S_{true}(\omega) \) was defined as the error ratio in the reverberation power estimation \( Z_{ER}(\omega) \),

\[
Z_{ER}(\omega) = \frac{S_{diff}}{S_{true}}.
\] (17)

We compared the values of \( Z_{ER} \) of the proposed method and the well-known Lebart method at each reverberation time. The speech sources were selected from the familiarity-controlled word-lists (FW03) [21], which contains words spoken by 2 male and 2 female Japanese speakers. In this experiment, 100 words were used for each speaker, and the total number of words was 400. After calculating \( Z_{ER}(\omega) \) for each sound, histograms were approximated with the kernel distribution using MATLAB, and the expected value \( Z(\omega) \) was then calculated for each frequency band. The number of bins on the histograms was 100, and the parameters are defined in Table 1.

3.2 Results

Figure 3 represents one of the estimated powers when the reverberation time \( T_r \) was 1.5 s. This figure shows each power of the input signal, reverberation signals estimated by the proposed method and Lebart method, and the true reverberation signal. The power of the reverberation signal estimated by the Lebart
method is larger than that of the reverberation signal estimated by our proposed method, especially at the beginning part. It is also larger than the power of the true reverberation signal.

![Figure 4](image1.png)

**Figure 4:** Experimental results obtained when the reverberation time $T_r$ was 1.0 s. The vertical axis represents $E(\omega)$ of the logarithmic scale and the horizontal axis represents the frequency index $\omega$ in FWF.

Figure 4, 5 and 6 show the error ratio $E(\omega)$ of the logarithmic scale at each reverberation time, 1.0 s, 1.5 s, and 2.0 s, respectively. In each figure, the blue line shows $E(\omega)$ in the non-blind method, and the orange line shows $E(\omega)$ in the proposed method. For the proposed method, $E(\omega)$ exceeded that of the non-blind method proposed by Lebart at each reverberation time and in each frequency band. In the case of long reverberation condition, the value of $E(\omega)$ for the proposed method was around 3 dB lower than that of the non-blind method proposed by Lebart. This means that in the proposed method, the value of $E(\omega)$ was about one half of Lebart’s method. It was also shown that by using our proposed method, the reverberation power is more correctly estimated than the other method. Because the value of $E(\omega)$ in the proposed method decreases as the reverberation time increases, the proposed method may be more effective as the reverberation time increases.
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**Figure 5:** Experimental results obtained when the reverberation time $T_r$ was 1.5 s. The vertical axis represents $E(\omega)$ of the logarithmic scale and the horizontal axis represents the frequency index $\omega$ in FWF.
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**Figure 6:** Experimental results obtained when the reverberation time $T_r$ was 2.0 s. The vertical axis represents $E(\omega)$ of the logarithmic scale and the horizontal axis represents the frequency index $\omega$ in FWF.

compared with that of well-known non-blind methods. We performed experiments for three kinds of reverberation times. The results obtained suggested that the proposed method is more effective than the well-known non-blind method, regardless of the reverberation time. In the future, the speech signal processed by this proposed method will be evaluated using objective/subjective experiments. Furthermore, reverberation power-estimation methods for impulse responses including early reflection sounds will be studied.
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Abstract
The simulation framework for auditory discrimination experiments (FADE) was adopted and validated to predict the individual aided speech-in-noise recognition performance of listeners with normal and impaired hearing with and without a given noise suppression strategy. FADE uses a simple automatic speech recognizer (ASR) to estimate the lowest achievable speech reception thresholds (SRTs) from simulated speech recognition experiments in an objective way, independent from any empirical reference data. Empirical data from the literature was used to evaluate the model in terms of predicted SRTs and benefits in SRT with the German matrix sentence recognition test when using eight single and multi-channel binaural hearing aid pre-processing algorithms. To allow individual predictions of SRTs in binaural conditions, the model was extended by implementing a simple “better ear” approach and individualized by taking into account the audiograms. In a realistic binaural cafeteria condition, FADE explained about 90% of the variance of the empirical SRTs for a group of normal-hearing listeners and predicted the corresponding benefits with a root-mean-square prediction error of 0.6 dB. This high prediction accuracy highlights the potential of the current approach for the objective assessment of benefits in SRT without any a-priori knowledge about the empirical data. The predictions for the group of hearing-impaired listeners explained 75% of the variance of the empirical SRTs, while the individual predictions explained less than 25%. This indicates that additional individual factors, such as, e.g., a supra-threshold processing deficiency, should be taken into account for improving the accuracy of individual predictions with impaired hearing. A competing talker condition clearly showed one limitation of current ASR technology, as the empirical performance with SRTs lower less than -20 dB could not be predicted.
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Abstract
Speech audiometry is one of the methods for evaluating hearing status, and recently it’s tended to be implemented on mobile phones with the development of internet and smart devices. Although several applications include the function of speech audiometry, the effectiveness of this function was rarely reported.

In this work, we developed an Apple iOS-based application (Hearing Assistant) with functions of pure-tone audiometry and speech audiometry for people speaking Mandarin Chinese. The speech material was designed to reflect listeners’ audibility at specified frequencies. The reliability of the speech audiometry was analyzed and discussed according to the users’ data collected through this application.

The results showed a significant but weak correlation between pure-tone thresholds and scores of speech audiometry, indicating the speech audiometry can be used to discriminate impaired and normal hearing but it’s not accurate enough to evaluate hearing thresholds quantitatively at each test frequency.

Index Terms: speech intelligibility, hearing impairment, mobile devices, iOS-based application

1. Introduction
Recently, there is increasing interest in developing a suitable method for self-assessment of hearing situation and conducting hearing compensation on smartphones. Some studies have concentrated on implementing pure tone audiometry (PTA) on smartphones, which lead to some apps (uHear, EarTrumpet, etc). However, PTA has critical requirement on test environment and stimuli calibration. Factors influencing PTA test on smartphones have been studied in previous works, including the test program [1], the test accuracy [2], the time cost [3], the reference sound level [4], the user types [5, 6], and the usage of specific extra-devices [7].

Some applications are available for speech audiometry with different test materials and procedures, for instance, uHear uses Acceptable Noise Level Speech Recognition Test, Siemens Hearing Test uses nonsense word recognition test in noise. All of these applications can show speech intelligibility and suggest brief rating of hearing impairment, but unlike PTA test, they can’t supply any prescription for frequency-dependent hearing compensation. The present work aimed to develop an iOS-based speech audiometry for predicting the degree of hearing impairment at the specified frequencies.

The method of supra-threshold word identification was adopted in the speech audiometry, as this test is relatively robust for the variation of sound level. It has been reported that the speech perception performance remains constant for both normal-hearing and hearing-impaired people when sound level is in a reasonable range [8], and the speech recognition score decreases when stimuli level exceeds comfortable level [9]. A paradigm of identifying the spoken word in a confused word pair was used in the audiometry, in which the confused word pair was shown as text on the mobile screen. To select appropriated words as speech materials and produce confused word pairs, acoustic features of Mandarin initials and finals were studied.

The distinctive features of confused Mandarin initials and finals has been systematically studied in [10]. Based on this work, we produced monosyllabic word pairs to assess frequency-dependent hearing impairment by acoustic simulation with normal hearing listeners in a previous study [11]. The monosyllabic words were in consonant-vowel (CV) structure. For each pair, the syllables shared the same consonant or vowels, and kept the other phoneme different but easy to confuse, e.g. “/ba4/ vs./pa4/” or “/tou2/ vs. /tou2/” (the number represents the tonal pattern, and they were the same within a pair). Hearing impairment was simulated by processing stimuli with a serial of band-stop filters at different cut-off frequencies. Normal-hearing listeners took part in the experiment and their task was to select the correct syllable within each pair after one syllable was displayed. The results showed a significant correlation between frequency ranges of the band-stop filters (where hearing impairment occurred) and the frequency range of the distinctive feature for each pair, indicating the feasibility to predict the frequency-dependent hearing impairment by using speech audiometry with confused words pairs. However, these results were based on hearing-loss simulation in laboratory, and the frequency range was mainly below 2000 Hz.

In the present study, test material was determined as disyllabic words, as they’re more intelligible than mono-syllabic for Mandarin Chinese. The distinctive feature of the word pairs was determined as the frequency and intensity of formants, since speech formants are the most important acoustic feature for identifying a phoneme. Additionally, the general syllable structure of Chinese words, consonant-vowel, makes this acoustic feature quite critical for word identification. The first work for analyzing the strength of speech formant along frequencies among phonemes was finished by Fant and his colleagues [12] based on Swedish language. Whereafter, the conception of “Speech Banana” was developed, which showed the mean frequency of the first three formants and its mean intensity of a phoneme by a scatterplot in audiogram, and it has been available for English and Mandarin Chinese [13]. Generally, Speech Banana for Mandarin Chinese showed that the intensities of consonants are lower than vowels and the frequency of consonants (the frequency with local maximum energy) are higher than the frequency of vowels (the mean frequency of first three formant). It’s also reported that the perception of consonants is harder than the perception of vowels, and it is easily affected by background noise or hearing impairment [14]. These studies suggest that the word
identification within a confused pair would be dominant by the consonant identification, rather than by the vowel. Therefore, for producing the speech materials, we firstly selected mono-syllable pairs that have CV structure and the same vowel. For each pair, consonants which are easily confused were selected, due to their energy distribution showing big difference for one specific frequency (or a narrow frequency range). In other words, the two confused consonants were adjacent along frequency but separate along hearing level in Speech Banana. These specific frequency or frequency region was defined as the characteristic frequency (CF) of the CV syllable pair. And then disyllabic word pairs consist of these CV syllable pairs were produced based on the following rules: 1) for each pair of disyllabic words, one pair of confused CV syllable was assigned to the words, and the other syllable of the words were kept the same, e.g. “jìzhòng1 vs. qièzhòng1” (“concentrate vs. among” in English); 2) all words were common words in everyday life; 3) these words were assumed to be spondaic as twoyllables of spondee were equally important and easy to identify. Word-pairs selected in this way could ensure that the only distinctive feature was concentrated at one certain CF. And then the wrong identification of the confused words can reflect the elevation of hearing threshold at the CF. Figure 1 shows the diagram of the whole procedure for the word pairs selection.

An iOS-based application (Hearing Assistant) was developed and released in China Apple Store, including functions of PTA and speech audiometry test. The effectiveness of the PTA test of this application has been testified and reported in [15]. To evaluate the validity of the speech audiometry test, the results of the speech audiometry were compared with that of PTA test among three user groups: normal-hearing (NH) group, hearing-impaired (HI) group and the all-user (AU) group, according to the data collected from 235 application users.

2. Method

2.1. Material and stimuli

Based on the speech Banana of Mandarin Chinese, the consonants were divided into six groups according to their locations along frequency axis [13], corresponding to six CF regions, around 250, 500, 1k, 2k, 4k, and 6k Hz. These CFs were determined to be matched with the test frequencies of PTA. Then, thirty-six disyllabic word pairs were selected from Common Word List of Modern Mandarin Chinese (CWL-MMC) [16], to produce 6 word pairs for each of the six CFs. These words are often common-used in daily conversation and their occurrence-frequencies were also balanced to ensure they could be equally identified when they were both audible. For each disyllabic word pair, their only difference is the consonant of the confused syllable, so the CF of syllables can also represent the CF the word pairs. Please notice, although there is one syllable the same between the two words within a pair, the corresponding characters of the two words can be different, because a syllable in Chinese Mandarin may have multiple meanings, which are dependent on the corresponding Chinese characters. These words were selected from the CWL-MMC by programming based on the rules above, and the output were checked manually.

The 72 words (36 pairs) were spoken by a young female native Chinese speaker, and recorded digitally onto a computer disk at the sampling rate of 44.1 kHz with 24-bit quantization. The amplitude of each stimulus was normalized in terms of root-mean-square (rms) pressure.

2.2. Implementation of iOS-based speech test

Figure 2: The illustration shows the procedure of speech audiometry test in the application.

The procedure of iOS-based speech test was as follows. At first, the listener pressed a “start” button to initial the procedure. Then the App began to play a random-chosen word stimulus through the earphone, and at the same time, the Chinese character of the word pair were shown on the screen. The listener was instructed to select the characters of the word he/she heard on the screen by pushing a button. The correct/incorrect response was accounted. Afterwards, another word pair was tested till the 36 pairs were all finished. Figure 2 shows diagram of this procedure. A progressing bar indicated the percent that had been finished. Usually, the whole test could be finished in ten minutes. After the test, the speech recognition scores were mapped to hearing level at each CF in the audiogram, where a higher score corresponded to a lower hearing level and a lower score correspond to a higher hearing level. A suggestion of the hearing situation was also showed with text.

Before this procedure, all users had to finish the PTA test, otherwise the function of speech audiometry could not be operated. To ensure the speech stimuli were displayed at a
comfortable level, the sound level was adjusted at 30 dB higher than the mean hearing threshold for each user.

2.3. Implementation of iOS-based PTA

The procedure of the iOS-based PTA test was as described in the previous work [15]. Listeners were instructed to push a “begin” button to initiate the test, and push the button “I heard” if a pure tone was heard. The ascending method introduced in the standard of ISO 8253-1 [17] was implemented.

There was a preliminary calibration before the App was released on the App Store, and the consistency across different Apple devices has been testified by previous studies [15, 18]. These works confirmed that a relatively reliable PTA results could be collected from application users. Users can download the App from App Store and use the earphones to finish the tests with instruction, and there is no need for self-calibration.

2.4. Data collection and the users

The data used for analysis were from the 300 users who registered at the first five months. To ensure the reliability of the results, the data was prescreened by deleting some invalid data, which were collected from listeners who did not finish the whole test or did not go through the test as instructed, according to the following rules:

1) If the results of a PTA test were 90 dB HL for all frequencies, which means the button was not pressed at all and the PTA test procedure was not finished correctly, the data of this test was thought as invalid and deleted.

2) If the results of a speech test are 0 for all frequency range, which means the button was not pressed at all and the speech test procedure was not finished correctly, the data of this test was thought as invalid and deleted.

According to the criterions above, the data of 65 users were deleted. The data of 235 users were remained and divided into two groups by calculating the mean hearing threshold averaged across 0.5, 1, 2, 4 kHz [19]. Please notice that some invalid data might be remained even following the rules above, since these tests were unsupervised and it was difficult to ensure the user finish the task in a right way. The listeners whose mean hearing threshold lower than or equal to 25 dB HL fell into the normal-hearing (NH) group, and the listeners whose hearing threshold exceeded 25 dB HL fell into hearing-impaired (HI) group. Finally, there were 71 and 164 users for the NH and HI groups, respectively, and the valid data for the all 235 users was named as AU (all users).

3. Results

3.1. Data analysis

The mean speech intelligibility, that is the mean score of speech audiometry averaged across 6 CF regions, and the mean hearing threshold of PTA averaged across 0.5, 1, 2, 4 kHz for each user are shown in Figure 3. Every circle/cross represents one user’s data, and circles represent the users of NH group; crosses represent the users of HI group. The distribution patterns of data are different between NH and HI groups. The data of NH group distribute mainly around 1 for speech intelligibility except some outliers, but the data distribute more widely along speech intelligibility for HI group.

Figure 3: The scatterplot represents mean speech intelligibility and mean hearing threshold for all users. The solid line is fitted for AU group, the dot line for HI and the dashed line for NH group.

A correlation analysis between the mean speech intelligibility and mean hearing thresholds was conducted for the AU, NH and HI groups, respectively. The results revealed that the correlation was significant for AU group (r=-0.429, p<0.001) and HI group (r=-0.477, p<0.001) and HI group (r=-0.477, p<0.001). The negative r values indicated that the lower mean speech intelligibility was relevant to the higher mean hearing threshold. These results are consistent with previous studies that there is correlation between the phoneme recognition or word recognition performance and PTA, especially for hearing impaired listeners [20]. However, the correlation is not significant for NH group (r=0.032, p=0.708). Because the speech audiometry is specifically designed for HI listeners and the task is too easy for the normal-hearing, it is reasonable that their performance of speech audiometry is mainly around 1 and not significantly correlated to the hearing threshold.

When the users’ performance was analyzed for each CF, the hearing thresholds at 3 kHz and 8 kHz of PTA were excluded, as the CFs for speech audiometry could only correspond to the other 6 frequencies. The correlation analysis between the speech intelligibility and the hearing thresholds for each of the six CFs was conducted, separately, and the r values for three user groups were listed in Table 1. The “whole” means that the analysis was conducted with the data for the all 6 CFs. The values which were marked with one asterisk represent the correlation is significant at the 0.05 level, and the values with two asterisks represent the significance at 0.01 level. The results showed that there was significant correlation between speech intelligibility and hearing threshold at each frequency for both HI and AU group, but not for NH group. This results were consistent with the results based on the mean speech intelligibility and mean hearing threshold. The speech intelligibility and the hearing threshold at each CF for HI group are shown in Figure 4. Every data point represents one HI user’s data at one CF, and different symbols represent different frequency regions. The distribution patterns of each CF are similar. These results confirmed that the correlation between speech recognition scores and hearing thresholds was similarly in each CF region. For the significant correlations, the r values were all around -0.3, suggesting that the correlation was
relatively weak at all CFs and it might be not accurate enough to evaluate audibility quantitatively at each test frequency.

Table 1: The correlation of speech intelligibility and hearing thresholds in different CF regions for AU, NH and HI groups.

<table>
<thead>
<tr>
<th>Frequency (Hz)</th>
<th>AU R</th>
<th>NH R</th>
<th>HI R</th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
<td>-0.335**</td>
<td>0.092</td>
<td>-0.329**</td>
</tr>
<tr>
<td>500</td>
<td>-0.337**</td>
<td>0.178*</td>
<td>-0.365**</td>
</tr>
<tr>
<td>1000</td>
<td>-0.340**</td>
<td>-0.119</td>
<td>-0.341**</td>
</tr>
<tr>
<td>2000</td>
<td>-0.343**</td>
<td>0.013</td>
<td>-0.385**</td>
</tr>
<tr>
<td>4000</td>
<td>-0.282**</td>
<td>0.029</td>
<td>-0.275**</td>
</tr>
<tr>
<td>6000</td>
<td>-0.317**</td>
<td>0.020</td>
<td>-0.313**</td>
</tr>
<tr>
<td>whole</td>
<td>-0.413**</td>
<td>0.046</td>
<td>-0.316**</td>
</tr>
</tbody>
</table>

**Correlation is significant at the 0.01 level (2-tailed).
* Correlation is significant at the 0.05 level (2-tailed).

![Figure 4: The scatterplot represents speech intelligibility and hearing thresholds at each CFs.](image)

In summary, the significant correlation between speech intelligibility and hearing thresholds in HI group indicated that the speech audiometry with the word identification test in our App was valid in part and can help to assess individual hearing abilities on smart phones. However, although the correlation was significant, it is mild, and further work is required to improve the accuracy of the speech audiometry.

4. Discussion

The significant correlation values between speech intelligibility and hearing thresholds are all lower than 0.5, indicating the use of speech audiometry to evaluate the loss of hearing threshold could not be accurate as PTA. It could be explicated from three aspects.

Firstly, there is difficulty for user data’s prescreening. Present screening criterion could only exclude the results from the tests that are not response correctly entirely, while the results from users who might response partly incorrectly could not be monitored. Besides, results from the tests that were conducted in noisy environment might also become the outliers for the whole group.

Secondly, when stimuli are disyllabic words and displayed without noise, the task of speech identification is still easy for those listeners with mild or moderate hearing impairment. For example, the proportion of the users who get speech intelligibility bigger than 0.6 is more than 90% of all the listeners. Hence the differences for individuals whose hearing impairment levels were mild or moderate were not reflected in the current results, and resulted into a relatively small correlation. In future work it is necessary to design a task whose difficulty could be adaptively adjusted according to listeners’ proceeding performance.

Thirdly, the sound level for displaying speech stimuli was adjusted based on the user’s individual hearing threshold. This manipulation was to ensure the listener can hear sound at a comfortable level individually, and to avoid the floor effect of speech intelligibility due to the very weak sound for HI users. However, this manipulation also brought in a sort of compensation for hearing impairment [21]. As a consequence, the performance of HI users was underestimated, and the correlation between the speech intelligibility and the hearing threshold was reduced. Moreover, for some subjects with mean hearing thresholds exceeding 40 or 50 dB HL, the stimuli level might induce a new problem for the speech perception performance, as it was reported that speech recognition scores could be reduced significantly with increasing sound level for some hearing-impaired subjects, due to loudness recruitment [22, 23]. It was also reported that the uncomfortable sound level could be high for some HI listeners [24]. This individual difference between HI listeners was not taken into account in the present work.

The word pairs used in present work were selected based on Speech Banana of Mandarin Chinese, in which the location of a consonant along frequency was determined by the frequency at which the maximum energy is in the spectrogram. However, the energy of some consonants spread in a wide frequency range, and some other acoustic cue, e.g. duration, could be important for the word identification. This issue need more detailed and accurate analysis in the future work, to upgrade the present speech audiometry.

Listeners’ performance for speech identification depends on several factors, including hearing threshold, frequency resolution and time resolution of auditory processing, and even high-level cognitive processing. It is important to discriminate the effects of these factors when speech audiometry is used to evaluate hearing impairment. Future work is required to use more suitable speech stimuli and more efficient test procedure for applying speech audiometry on smartphones.

5. Conclusions

A new iOS-based speech audiometry was produced, and the hearing impairment at 6 frequency regions (250-6000 Hz) could be evaluated by the identification of 36 confused disyllabic-word-pairs for people speaking Mandarin Chinese. The validity of this speech audiometry was analyzed by comparing with PTA based on 235 users. The results showed that the speech intelligibility has significant correlation with hearing threshold for hearing-impaired listeners but no remarkable correlation for normal-hearing listeners for each frequency region.
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Abstract

Speaker identification is still challenging issue for cochlear implant (CI) users due to the poor spectral cue provided by the CI device. To optimize CI systems for the users, it is important to understand the role of temporal modulation cues in speaker identification, as the CI device provides temporal modulation cues as primary cues. This study investigates the relative contributions of spectral and temporal cues on speaker identification by using noise-vocoded speech (NVS) as a CI simulation. In the experiment, speaker identification was conducted in normal-hearing listeners as a function of the number of channels (4, 8, and 16) and upper limitation of envelope frequency (0, 0.5, 1, 2, 4, 8, 16, 32, and 64 Hz) in NVS. The number of channels and upper limitation of envelope frequency present the spectral and temporal resolution of NVS separately. Results showed that the performance of speaker identification was not affected by spectral resolution significantly, at least in the limited set of stimuli in the present study. In addition, the results also showed that the performance was more sensitive to temporal resolution. It is suggested that temporal modulation cues contribute to speaker identification and have the potential to improve speaker identification if enhanced.

Index Terms: temporal modulation cue, speaker identification, noise-vocoded speech, cochlear implant

1. Introduction

The temporal envelope of speech has been proved to be an important cue in perceiving linguistic information included in the speech. Shannon et al. showed that the presentation of a dynamic temporal pattern in only a few broad spectral regions is sufficient for listeners to the recognize of linguistic information [1]. The modulation frequency bands from 4 to 16 Hz have been shown to be important regions in speech recognition [2]. Also, cochlear-implant (CI) users can achieve good performance in speech recognition, as the CI device can provide sufficient temporal cues. However, human speech includes not only linguistic information, but also non-linguistic information such as speaker individuality. CI users cannot accurately identify speakers as the CI device provides poor spectral cues [3].

To optimize CI systems for their users, the role of temporal modulation cues in speaker identification must be understood. It is necessary to know which aspects of the temporal modulation cues have the potential to improve speaker identification if enhanced. Luo and Fu successfully enhanced the tone recognition on the NVS scheme by manipulating the amplitude envelope to more closely resemble the F0 contour [4]. Their results showed the possibility of enhancing the recognition of non-linguistic information by modifying the temporal envelope.

Traditional research about speaker identification by humans has focused on spectral cues based on speech production. The formant frequencies have been found to carry not only information about vowels but also information regarding speaker individuality [5]. Kitamura et al. indicated that speaker individuality exists mainly in the frequency bands higher than 2212 Hz of the speech spectral envelope [6]. The fundamental frequency contours are also shown to be important cues in speaker identification [7]. Generally, the speaker individualities related to fundamental frequency and spectral envelope can be thought of as results of the individual differences of vocal organs. Unfortunately, current CI devices cannot encode the spectral and fundamental frequency information of speech sufficiently for speaker identification.

As CI listeners using the temporal envelope of speech as a primary cue, Vongphoe and Zeng evaluated whether temporal cues are sufficient to support both speech recognition and speaker identification [3]. Their results showed a disassociation between speech and speaker recognition using primarily temporal cues: CI users performed well at vowel recognition but poorly at speaker recognition. On the other hand, Gonzalez and Oliver investigated speaker identification as a function of the number of channels in both noise and sin-wave vocoded speech as CI simulations [8]. The performance of speaker identification was shown to be poorer with fewer number of channels of noise-vocoded speech (NVS). However, Krull et al. showed that training resulted in improved identification of speakers in CI simulations [9]. Moreover, child CI users succeeded in differentiating their mothers’ utterances from those of other people [10]. CI users’ differentiation of speakers was facilitated by long-term familiarity. It is suggested that the temporal modulation information has possibility to be an effective cue for CI users to distinguish speakers.

In a previous study, the relative contributions of spectral and temporal cues in vocal emotion recognition for NVS is clarified by varying the the number of channels and upper limitation of envelope frequency systematically [11]. As the result, the temporal resolution of NVS affected the vocal emotion recognition significantly. Moreover, we examined word and speaker recognition using NVS while systematically varying the upper limit of the modulation frequency [12]. The results suggested that the temporal resolution of NVS should contribute to the speaker recognition. However, the role of temporal cues in speaker identification is still unknown.

This paper aims to clarify the role of temporal cues in speaker identification with NVS as a CI simulation. In the experiment, speaker identification was conducted by normal-hearing listeners as a function of the number of channels (4, 8, and 16) and upper limitation of envelope frequency (0, 0.5, 1, 2, 4, 8, 16, 32, and 64 Hz) in NVS. The number of channels and upper limitation of envelope frequency present the spectral and temporal resolutions of NVS separately. The experimental
paradigm used in this study can clarify the important modulation frequency band for speaker identification. The potential to improve speaker identification by enhancing the temporal modulation cues is then discussed.

2. Speech data and signal processing

2.1. Speech data

The speech data used in this study were selected from the ATR Japanese speech database set C and recorded at a 20 kHz sampling frequency. Each sentence was uttered for about 4 to 5 seconds.

In this study, the XAB method was used in the speaker identification experiment. In the XAB method, one trial consists of three different speech signals (X, A, and B). The speakers of A and B are different, and the speaker of X is also the speaker of either A or B. Participants are asked to select which speaker, A or B, is more similar to the speaker of X. It is assumed that the similarity of a speaker pair will affect the results of experiment. The speaker pair with high similarity may be difficult to be distinguished, even when the spectral and temporal cues were preserved. On the contrary, the speaker pair with low similarity may be still easy to be distinguished, even if the cues related to speaker identification were reduced. This kind of bias is not desirable.

Kitamura et al. measured the perceptual similarity of speaker individualities of 20 female and 20 male Japanese speakers in ATR speech database set C [13]. Two same sentences with different speakers were presented to normal-hearing listeners, and the listeners were asked to select the similarity of these two speakers from 1 to 5. The perceptual similarity of speakers is considerable to generate some undesirable bias in the XAB test. Therefore, in order to remove the impact of similarity, the speaker pairs of speech data used in this study have perceptual similarity closest to the average value of perceptual similarity (female: 1.87, and male: 1.99) measured by Kitamura et al. [13]. The 5 female and 5 male speaker pairs used in this study and their perceptual similarities are shown in Table 1. All 20 speakers are different and the speakers of each pair have the same gender. 6 sentences of each speaker were used to generate the NVS stimuli.

2.2. Signal processing

Figure 1 schematically illustrates a schematic diagram of the signal processing to generate NVS. First, to reduce the effect of the average intensity, the active speech levels of all speech signals were normalized to $-26$ dBov by using the P.56 speech voltmete [14]. Speech signal was first divided into several frequency bands with a band-pass filterbank. The bandwidth and boundary frequencies of the band-pass filters (6th-order Butterworth Infinite Impulse Response (IIR) filter) were defined using \(\text{ERB}_N\) (Equivalent Rectangular Bandwidth) and \(\text{ERB}_N\)-number scale [15]. The \(\text{ERB}_N\)-number scale is comparable to a scale of distance along the basilar membrane so that the frequency resolution of the auditory system can be faithfully replicated by dividing frequency bands in accordance with the \(\text{ERB}_N\)-number. The relationship between \(\text{ERB}_N\)-number and acoustic frequency is defined as follows:

\[
\text{ERB}_N - \text{number} = 21.4 \log_{10} \left( \frac{4.37f}{1000} + 1 \right)
\]

(1)

where \(f\) is acoustic frequency in Hz. The boundary frequencies of the band-pass filters were defined from 3 to 35 \(\text{ERB}_N\)-number with bandwidths as 2, 4, or 8 \(\text{ERB}_N\). Therefore, the numbers of channels of the band-pass filterbank were 16, 8, or 4. The number of channels presents the frequency resolution of NVS; higher frequency resolution is obtained with more number of channels.

Then, the temporal envelope of the output signal from each band-pass filter was extracted by using a Hilbert transformation and performing a low-pass filter (2nd-order Butterworth IIR filter). The cut-off frequency of the low-pass filter determined the upper limit of envelope frequency that presents the temporal resolution of NVS. To investigate the role of temporal envelope cues for speaker identification, the conditions of the cut-off frequencies of the low-pass filter were 0.5, 1, 2, 4, 8, 16, 32, and 64 Hz. Moreover, there was an additional “0” Hz condition where only the direct current component of the Hilbert envelope was extracted.

Finally, the temporal envelope in each channel served to amplitude modulation with the band-limited noise which was
generated by band-pass filtering white noise at the same boundary frequency. All amplitude-modulated band-limited noises were summed to generate the NVS stimulus. The NVS was widely used as a CI simulation, as the spectral cues of speech were reduced.

3. Experimental procedure

Nine native Japanese speakers (two female and seven male) participated in this experiment. All participants had normal hearing (hearing losses of the participants were below 12 dB in the frequency range from 125 to 8000 Hz). This experiment was carried out by using the XAB method. One trial consisted of three different speech signals (X, A, and B). The contents of stimuli X, A, and B were as follows:

- X: Noise-vocoded speech
- A: Noise-vocoded speech with the same speaker as X
- B: Noise-vocoded speech with a different speaker from X.

Participants were asked to compare the speakers of A and B with the speaker of X to select which speaker was more similar to the speaker of first speech X. Both stimuli with XAB and XBA orders were presented to counterbalance any effects due to the order of presentation. All the speaker pairs of A and B are shown in the Table 1.

A total of 3 different number of channels (4, 8, and 16) and 9 upper limits of envelope frequency (0, 0.5, 1, 2, 4, 8, 16, 32, and 64 Hz) created 18 NVS conditions. The original speech was also presented as a control condition. The participants were allowed to listen to each stimulus only once. Before the experiment, 10 stimuli were presented to the participants to familiarize participants with the CI simulation and the experimental environment. The stimuli used in the experiment were different from that used in the practice. The number of stimuli was 560 and all stimuli were presented totally randomized.

The experiment was conducted while the participants were in a sound-proof room. The sound pressure level of background noise was lower than 25.8 dB. The stimuli were simultaneously presented to both ears of a participant through a PC, audio interface (RME, Fireface UCX), and a set of headphones (SENNHEISER HDA 200). The sound pressure levels were calibrated to be the same among participants by using a head and torso simulator (B&K, type 4128) and sound level meter (B&K type 2231).

4. Results

Figure 2 shows the average value of speaker recognition rates, and the error bars indicate ±1 standard error of the mean. Under the original speech condition, the recognition rate was close to 95%. Participants performed nearly perfectly in speaker identification with the original speech. The results of NVS stimuli showed that the performance of speaker identification improved as the upper limit of envelope frequency increased. The results for 4-band NVS were lower than 8 or 16-band NVS at some upper limits of envelope frequency. However, the performance was not obviously affected by the number of channels.

A repeated-measures analysis of variance (ANOVA) was conducted on the results with the number of channels and upper limit of envelope frequency as the factors. It is confirmed that there was a significant main effect of the upper limit of envelope frequency ($F(8, 64) = 23.8631, p < 0.01$). However, there was no significant main effect of the number of bands ($F(2, 16) = 3.3230, p = 0.29$) and there was also no significant interaction between the two factors ($F(16, 128) = 1.1608, p = 0.16$). These results showed that the performance of speaker identification was significantly affected by the temporal resolution, which suggest that temporal modulation cues contribute to speaker identification. The performance was less sensitive to the spectral resolution, however, at least in the limited set of stimuli in the present study.

5. Discussion

5.1. Effect of spectral resolution

The speaker identification rates of 4-band NVS are lower in some conditions of the upper limit of envelope frequency. However, the number of channels did not affect the performance of speaker identification significantly. These results were different from the results of previous studies in which the performance was improved as the number of channels increased [3][8]. One difference between the present study and previous studies is that the upper limit of envelope frequencies in this study was lower. In previous studies, the cut-off frequencies of the low-pass filter were 500 Hz [3] and 160 or 400 Hz [8]. The modulation frequency bands between about 50 and 500 Hz are related to the periodicity information about fundamental frequency [16], which is not included in the stimuli used in the present study. One possible explanation may be that the temporal cues related to the periodicity information in higher modulation frequency bands are more sensitive to the number of channels. The main target of this study is to clarify the role of temporal cues in lower modulation frequency bands that include the information about variations of intensity, duration, attack, decay, and segmental cues of speech.

5.2. Effect of upper limit of envelope frequency

This study is intended to clarify the role of temporal modulation cues in speaker identification. Specifically, the important modulation frequency bands for speaker identification are investigated. To identify the important modulation frequency bands, a
A sigmoid function was used to fit the data of the experiment. The sigmoid function was mathematically defined as follows:

\[ y = \frac{a}{1 + e^{b(x-c)}} + d \quad (2) \]

where \( x \) is the upper limit of envelope frequency and \( y \) is the percent-correct scores. The parameters \( a, b, c, \) and \( d \) were calculated on the basis of the method of least squares. Moreover, the upper limit of envelope frequency at which 90% of the performance plateau was defined as a knee point. The results of fitting lines and knee points of each condition of the number of channels are shown in Fig. 3. The coefficients of determinations \( R^2 \) of the fitting results in 4, 8, and 16-band NVS were 0.86, 0.95, and 0.93.

The knee point of 4-band NVS was about 20.09 Hz which was higher than those of 8-band NVS (4.96 Hz) and 16-band NVS (7.60 Hz). As the spectral cues provided by 4-band NVS was poor, participants may primarily use the temporal modulation cues to recognize the speaker rather than spectral cues. However, it still should be mentioned that there was no significant interaction between the number of channels and the upper limit of envelope frequency. More Xu and Pfingst measured both consonant and vowel recognition as a function of the number of channels (1 to 16) and upper limit of envelope frequency (1 to 512) [17]. The knee points of vowel recognition in different numbers of channels conditions are all below about 4 Hz. The knee points of consonant recognition are from 4 to 16 Hz, which are closer to the knee points for speaker identification in this study. Tachibana et al. conducted an experiment of NVS sentence recognition with various of upper limits of envelope frequency [18]. They found that an increase in the upper limit of envelope frequency from 4 to 8 Hz improved the correct response rate more that increasing the upper limit of envelope frequency from 8 to 16 Hz. Both studies showed that the duration and segmental cues included in such modulation frequency band below about 16 Hz are important in the perception of linguistic information. In this study, these duration and segmental cues of the temporal envelope are also suggested to be used in speaker identification. These segmental cues related to the rhythm, tempo, and the speaking style of the speaker which should be different with different speakers.

The results of this paper have shown that the temporal modulation cues contribute to speaker identification and that the temporal modulation information below about 20 Hz seems to be important. In the future, the modulation spectral features [19] related to speaker individuality and the effect of modifying such modulation spectral on speaker identification will be investigated. In a previous study, we confirmed that the vocal emotion of NVS can be converted by modifying the modulation spectrogram of temporal envelope [20]. Whether the speaker individuality information of NVS can be converted by modifying the modulation spectrogram should also be discussed further.

6. Summary

This study aimed to clarify the role of temporal cues in speaker identification with noise-vocoded speech (NVS) as a cochlear implant (CI) simulation. Speaker identification was conducted by normal-hearing listeners as a function of the number of channels (4, 8, and 16) and the upper limitation of envelope frequency (0, 0.5, 1, 2, 4, 8, 16, 32, and 64 Hz) in NVS. The result showed that speaker identification rates improved significantly as the upper limit of envelope frequency increased. However, the performance was not obviously affected by the number of channels. The modulation frequency bands below about 20 Hz were shown to be important in speaker identification with 4-band NVS. In conclusion, it is suggested that temporal modulation cues contribute to speaker identification and have the potential to improve speaker identification if enhanced. It is important to understand not only which parts but also exactly what kinds of features of temporal envelope have possibility to be important cues for speaker identification.
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Better hearing in noise with binaural prostheses inspired by the contralateral medial olivocochlear reflex

Enrique A. Lopez-Poveda
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Abstract

In natural hearing, cochlear mechanical compression is dynamically adjusted via the medial olivocochlear efferent reflex (MOCR). These adjustments probably help understanding speech in noisy environments and are not available to the users of cochlear implants (CIs). I will present a bilateral CI sound processing strategy that reinstates the effects of the contralateral MOCR to CI users using frequency-specific, contralaterally controlled dynamic compression. The new strategy significantly facilitates understanding speech in competition with noise in bilateral and unilateral listening conditions, and enhances spatial release from masking. The strategy may be usefully applied in hearing prostheses.

Perceptual contribution of fundamental frequency contour and its implication to assistive hearing devices for Chinese-speaking hearing-impaired users

Fei Chen
Southern University of Science and Technology, China

Abstract

For Chinese speech perception, tonal information mainly carried by fundamental frequency (F0) contour plays an important role to lexical tone identification. Recent work showed that for Mandarin sentence recognition at ideal listening conditions (e.g., in quiet), the distortion of F0 contour can be compensated by other contextual cues, and hence F0 contour may be treated as relatively redundant cue for Mandarin sentence intelligibility in quiet. However, at adverse listening conditions (e.g., in noise), tone contour is important for the recognition of Mandarin sentences. The present work assessed the contribution of F0 contour to Mandarin speech perception simulating two scenarios of 1) high-frequency hearing loss and 2) understanding frequency-compressed speech.

In Experiment 1, the wideband Mandarin speech was first processed to have a flat F0 contour, and then low-passed filtered, which simulated the high-frequency hearing loss. In Experiment 2, the F0-flattened Mandarin sentences were processed by a non-linear frequency compression strategy, which compressed the spectral information up to 700 Hz to 500 Hz (Chen and Chan, JASA, 2016). The processed stimuli were presented to normal-hearing Mandarin-speaking listeners to recognize, and the intelligibility scores were compared with those of counterpart conditions with normal F0 contour.

Results showed that flattening F0 contour significantly reduced the intelligibility of low-pass filtered and frequency-compressed Mandarin speech, compared with conditions with normal F0 contour. This indicates the importance of preserving F0 contour for Mandarin speech perception in conditions of high-frequency hearing loss and designing assistive hearing techniques (e.g., frequency compression) for Chinese-speaking hearing-impaired users.

Index Terms: Chinese speech perception; fundamental frequency contour; assistive hearing devices; frequency compression
Towards Next-Generation Lip-Reading Driven Hearing-Aids: A preliminary Prototype Demo

Ahsan Adeel, Mandar Gogate, Amir Hussain

Department of Computing Science and Mathematics, Faculty of Natural Sciences, University of Stirling, UK

Abstract

Speech enhancement aims to enhance the perceived speech quality and intelligibility in the presence of noise. Classical speech enhancement methods are mainly based on audio only processing which often perform poorly in adverse conditions, where overwhelming noise is present. This paper presents an interactive prototype demo, as part of a disruptive cognitively-inspired multimodal hearing-aid being researched and developed at Stirling, as part of an EPSRC funded project (COGAVHEAR). The proposed technology contextually utilizes and integrates multimodal cues such as lip-reading, facial expressions, gestures, and noisy audio, to further enhance the quality and intelligibility of the noise-filtered speech signal. However, the preliminary work presented in this paper has used only lip-reading and noisy audio. Lip-reading driven deep learning algorithms are exploited to learn noisy audio-visual to clean audio mappings, leading to enhanced Weiner filtering for more effective noise cancellation. The term context-aware signifies the device’s learning and adaptable capabilities, which could be exploited in a wide-range of real-world applications, ranging from hearing-aids, listening devices, cochlear implants and telecommunications, to need for ear defenders in extreme noisy environments. Hearing-impaired users could experience more intelligible speech by contextually learning and switching between audio and visual cues. The preliminary interactive Demo employs randomly selected, real noisy speech videos from YouTube to qualitatively benchmark the performance of the proposed contextual audio-visual approach against a state-of-the-art deep learning based audio-only speech enhancement method.

Index Terms: Speech Enhancement, Cognitively-Inspired, Multimodal, Lip-Reading, Sentiment Features, Deep Learning

1. Introduction

The extensive speech enhancement requirement in wide-range of real-world applications and the advent of advanced signal processing methods have opened new ways to explore and develop more efficient and advanced speech processing technologies. Over the past few decades, several speech enhancement methods have been proposed, ranging from the state-of-the-art statistical, analytical, and classical optimization approaches, to advanced deep learning based methods. The classic speech enhancement methods are mainly based on audio only processing [1][2][3][4]. Recently, researchers have also proposed deep learning based advanced speech recognition [5] and enhancement [6] methods. However, most of the speech enhancement methods are based on single channel (audio only) processing, which often perform poorly in adverse conditions [7]. In this research, we aim to leverage the audio-visual (AV) nature of speech which is inherently multimodal and capable of improving intelligibility in noise [8][9][10] [11][12][13] and have modelled lip-reading as a regression problem for speech enhancement. Specifically, we envision developing a multimodal hearing device that significantly improves both speech quality and intelligibility in everyday and extreme listening environments.

The inherent multimodal nature of the speech is well established in the literature and it is well understood that how speech is produced by the vibration of vocal chords with respect to the articulatory organs configuration. The correlation between the articulatory organs (visible properties) and speech has been shown in several ways in literature using biological, psychological, and mathematical experiments [8][11][10][14]. Therefore, the clear visibility of some of the articulatory organs such as lips, teeth, and tongue could be effectively utilized to extract the clean speech out of the noisy audio signal. In addition, the visual features such as facial expressions and body language also play a vital role in speech perception. The major advantage of using visual cues for generating clean audio feature is their natural noise immunity (i.e. visual speech representation always remains unaffected by the acoustic noise) [15].

In the literature, most of the proposed lip-reading approaches have modelled lip-reading as a classification problem for speech recognition. However, limited work has been conducted to model lip-reading as a regression problem for speech enhancement. In this research, we envision cognitively-inspired, context-aware multimodal speech processing technology based on lip-reading regression model. The technology is aimed at helping users in noisy environments, by contextually learning and switching between audio and visual cues. The initial aim of this research is to develop a proof of concept prototype of the audio-visual hearing-aid technology. An early prototype demo has been developed for online evaluation and feedback. The prototype demo is benchmarked against the state-of-the-art audio-only approach (reported in IEEE Spectrum Magazine 2017 that applied cutting-edge machine learning based on deep neural networks [16]. The preliminary objective and subjective testing has revealed the potential and reliability of the proposed technology as compared to the state-of-the-art audio only speech enhancement techniques.

The rest of the paper is organized as follows: Section II presents an overview of the proposed context-aware multimodal speech processing technology, including multimodal feature extraction, audiovisual mapping, and noisy audio filtering methods. Section III presents the qualitative speech enhancement testing of the proposed technology. Finally, Section IV concludes this work.
2. Proposed Next-Generation Context-Aware Multimodal Technology

The proposed novel cognitively-inspired, multimodal approach aims to contextually exploit and integrates multimodal cues, such as lip-reading and audio features. The term context-aware signifies the technology’s contextual learning and adaptable capabilities, which can be employed in next-generation multi-modal applications, including assistive technology such as hearing-aids, cochlear implants, and listening devices. The disruptive technology is capable of contextually enhancing speech intelligibility in extreme noisy environments, so can also be useful for users in situations where ear defenders are worn, such as emergency and disaster response and battlefield environments. In applications such as teleconferencing, video signals could be used to filter and enhance acoustic signals arriving at the receiver-end. People with visual impairment who are unable to see visual cues can also benefit from the proposed technology, particularly in emergency situations. Preliminary simulation results, including an interactive online prototype, demonstrate the potential of the proposed multimodal speech enhancement technology for enabling transformative applications in extreme environments. An abstracted processing of the proposed technology is depicted in Fig. 1, where the multimodal (audio-visual) system has integrated the aforementioned cues for speech processing. The proposed (audio-visual) system extracts the available multimodal features contextually to estimate the clean audio features and then exploits them for real-time speech enhancement. More technical details are comprehensively presented in [17]

2.1. Dataset

For preliminary analysis, the widely used Grid [18] and CHiME corporuses [19] are used to extract lip-reading and noisy audio features. The visual features are extracted using Grid Corpus, whereas CHiME2 is used for extracting audio features. The work could easily be extended to include other visual features such as gestures, facial expressions, body language etc., which is a part of future work and will be presented in upcoming publications. From both the corporuses, an audiovisual (AV) dataset is built by preprocessing the utterances and extracting the audio and visual features. The preprocessing includes sentence alignment and incorporation of prior visual frames. The sentence alignment is used to remove the silence time from the video to restrict the model from learning redundant or insignificant information. The sentence alignment process enforced the model to learn the correlation between the spoken word and corresponding visual representation, rather than over learning the silence. Secondly, the prior visual frames are used to incorporate the temporal information, which ultimately helped the learning engine to better correlate the visual features to corresponding speech features. The audio and visual features extraction procedure is shown in Fig. 2. The audio feature extraction procedure includes sampling, segmentation, Hamming windowing, Fourier transformation, and FB audio features calculation. The visual feature (lip-reading) extraction procedure includes frames extraction, Viola-Jones lip detector, object tracker, lip cropping, 2D-DCT/convoluted features. Once the dataset is built, it could then be fed into a deep learning model such as LSTM to learn the correlation between audio and visual features.

2.2. Multimodal Features Extraction

2.2.1. Audio Features

The audio features are extracted using the widely used log-filterbank (FB) vectors and Mell-frequency cepstral coefficients (MFCC). The input audio signal is sampled at 50kHz and segmented into N 16ms frames with 800 samples per frame and 62.5% increment rate. Afterwards, a Hamming window and Fourier transformation are applied to produce 2048-bin power spectrum. Finally, a 23-dimensional log-FB is applied, followed by the logarithmic compression to produce 23-D log-FB signal. For MFCC calculation, DCT of the log-auditory-spectrum is obtained.

2.2.2. Visual Features

The visual features include only lip movements in this preliminary work. The lip movement features are extracted using 2D-DCT based standard and widely used visual feature extraction method. Firstly, the video files are processed to extract a sequence of individual frames. Secondly, the Viola-Jones lip detector [20] is used to identify the Region-of-Interest (ROI) in terms of a bounding box. Finally, the object tracker [21] is used to track the lip regions across the sequence of frames. The visual extraction procedure produced a set of corner points for each frame, where the lip regions are then extracted by cropping the raw image for desired visual features, followed by 2D-DCT calculation. More details are comprehensively presented in [22].

2.3. Audiovisual Mapping and Clean Audio Features Estimation

For successful implementation of the proposed technology, one of the essential steps include the estimation of clean audio power spectrum (i.e. audiovisual speech mapping). The audiovisual speech mapping aims to approximate the audio features given only visual information. In the proposed approach, multimodal features (i.e. lip movements) are mapped to the clean audio features using long-short-term memory network. Once the deep learning models are successfully trained and validated, the model predicts the audio log-FB vectors given only the noisy audio and visual features, which are then exploited by the proposed noisy speech filtering framework for speech enhancement. More detail on AV mapping is comprehensively presented in [22], where multilayer perceptron (MLP) was used for AV mapping.

2.4. Enhanced visually derived Wiener filtering

In signal processing, Wiener Filter is the state-of-the-art filter that helps to produce an estimate of a clean audio signal by linear time-invariant (LTI) filtering of an observed noisy audio signal. In the proposed approach, an enhanced visually derived Wiener filtering (EVWF) for speech enhancement has been used. The EVWF effectively exploited the estimated low dimensional clean audio features (through lip-reading) to estimate the high dimensional clean audio power spectrum. Specifically, the EVWF transformed the estimated low dimensional clean audio features into high dimensional clean audio power spectrum using inverse FB transformation. Afterwards, the Wiener filter is calculated (using the estimated audio features) and applied to the magnitude spectrum of the noisy input audio signal, followed by the inverse fast Fourier transform (IFFT), overlap, and combining processes to produce the enhanced magnitude spec-
Figure 1: Prototype Demo: Lip-reading driven deep learning approach for speech enhancement: The device is capable of helping users in noisy environments to experience intelligible clean speech, by contextually learning and switching between audio and visual cues. Audio cues include noisy speech only, whereas visual cues include lip movements.

Figure 2: Audio-Visual Dataset Generation Procedure

3. Qualitative Speech Enhancement Testing

The speech enhancement quality of the proposed technology is tested by feeding the randomly selected, real noisy speech videos from YouTube, into the audio-visual speech enhancement system. In the online Demo, the user can listen to the noisy audio, by clicking the PLAY NOISY SPEECH button. The visually-enhanced/estimated speech can be perceived by clicking the PROCESS & PLAY ESTIMATED SPEECH button. Users can also get a sneak pre-view of behind the scene speech enhancement processing, by clicking individual processing components, such as lip-reading, visual feature extraction, and noisy audio features extraction. The preliminary interactive Demo and the processed multimodal speech demonstrates the potential of context-aware audio-visual hearing-aids, based on big data and deep learning technology.
The second part of the Demo invites listeners to qualitatively compare the new audio-visual approach with a latest audio-only, deep learning benchmark system, recently reported at the IEEE Spectrum Magazine, 2017 [16]. The authors in [16] proposed a DNN-based supervised speech segregation system. The samples of speech before and after enhancement are available at (http://cogbid.cs.stir.ac.uk/cogavhearingdemo) for both DNN-based supervised speech segregation and our proposed multimodal approach. The demo has also demonstrated that how the hearing-aid users perceive the speech. In the sample speech utterances, the proposed multimodal approach has shown better and consistent speech enhancement as compared to the DNN-based supervised speech segregation system. In addition, the proposed multimodal system has recovered both the pitch and clean speech as compared to the DNN-based supervised speech segregation approach, preserving the naturalness of the speech among male/female/infant voices.

4. Conclusion and Future Work
In this paper, an interactive prototype demo is presented as part of a disruptive, cognitively-inspired multimodal speech processing technology. In the online demo, the preliminary speech enhancement results and comparisons with the state-of-the-art deep learning based audio-only method have demonstrated the potential and reliability of the proposed speech processing technology. We believe that the disruptive technology is capable of contextually enhancing speech intelligibility in everyday life and even in extreme noisy environments such as emergency and disaster response, and battlefield environments. In addition, the technology could also be utilized in applications such as tele-conferencing, where video signals could be used to filter and enhance acoustic signals arriving at the receiver-end. In future, we intend to investigate the performance of the proposed speech processing technology in more realistic real-world scenarios.
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Abstract

Sound signals provide a great deal of information about their sound sources. However, deaf and hard-of-hearing people are not able to access this important information. Therefore, an assistive technology is required that automatically recognizes sound information and converts it into usable information for hearing-impaired people. In this paper, a home environmental sound alert system for deaf and hard-of-hearing users is presented. The system detects the sound generated in the home environment, converts the sound into text, and provides this text to the user. The core component of the environmental sound alert system is an accurate sound event detection mechanism. For precise sound event detection, we proposed an improvement method including signal estimation, channel selection, and a bidirectional gated recurrent neural network.

Index Terms: environmental sound alert, sound event detection, wireless sensor network, gated recurrent neural network

1. Introduction

Sensory abilities such as vision and hearing are very important in human life. In particular, certain information in our society usually depends on communication via sound. This social practice renders important information inaccessible to many deaf and hard-of-hearing people [1]. Therefore, to provide hearing-impaired people with information about sound, different assistive technologies have been developed. For instance, the light system that flash the light when somebody rings the doorbell is one of the representative assistant infrastructures. However, such approaches are only targeted to specific events and they are ineffective when multiple sound events are generated at the same time.

In this paper, we propose a home environmental sound alert for deaf and hard-of-hearing people based on sound event detection (SED). The proposed system is composed of a wireless sensor network (WSN) and the user’s smart device.

The environmental sound alert system needs to detect and recognize sound events accurately in various situations in real life. Therefore, we also proposed a method to improve the performance of the SED of the proposed system. The proposed method is comprised of signal estimation, channel selection, and a bidirectional gated recurrent neural network (GRNN) [2]. However, even if a high-performance SED is applied, detection errors can occur due to various external factors. In order to minimize the risk caused by these errors, the proposed system provides both the event detection results and their probabilities.

The outline of this paper is as follows. In Section 2, the proposed system and the detail of the SED method are explained. Experimental results are presented in Section 3 and conclusions are given in Section 4.

2. Proposed System

Fig. 1 schematically illustrates the proposed environmental sound alert system based on SED.

![Figure 1: Schematic illustration of the proposed system.](image)

The wireless sensor nodes (SNs) can simultaneously capture sounds generated in a room. Each SN is equipped with a single microphone. The microphone at each SN receives mixed or polyphonic sounds. The recorded mixed sounds are encoded and transmitted via sound packets to the sink through networks with wireless links that are associated with packet loss. When each microphone packet arrives at the sink via the wireless networks, it is decoded into a signal frame. Lost packets are recovered by packet loss concealment in signal estimation (SE).

Then, a set of microphones of which the signals are the most highly correlated with each other are chosen among the multi-channel microphones to increase computational efficiency and achieve better performance. In this paper, we used a signal-based channel selection (CS) method using a multi-channel cross-correlation coefficient (MCCC) [3]. The basic concept of this approach is to treat the channel that is uncorrelated with the other channels as being unreliable and to select only a subset of microphones with the most correlated signals.

After CS, the signals of the selected two-channels are then used for environmental SED. Motivated by the human
auditory system (using two ears), we extracted a noise-reduced spectrogram and time difference of arrival (TDOA) [4] from the two-channel audio information. The features were used as high-resolution spectral inputs to train the bidirectional GRNN (BGRNN). The BGRNN is one of the most recent neural networks, and demonstrates good performance in sequence modeling. It provides a fast and stable convergence rate compared to the long short-term memory recurrent neural networks (LSTM-RNN).

Detected sound event labels and probabilities are sent to the user device. This information is sorted in the order of highest to lowest accuracy and converted to text. The vibration for notification is also generated. The user is then notified with a vibration and text notification letting them know which sound event has occurred.

3. Experimental Results

In this section, the performance of the proposed SED method of the proposed system is evaluated using real life audio.

The living area used in our experiments was a 30 m² apartment. The rooms were equipped with sound sensors. Real sounds were recorded with sound sensors from various everyday environments. The sound corpus contained 10 sound classes. The polyphony percentages of the test set among the annotated frames were as follows: 83.5%, 10.6%, 4.3%, and 1.6% at polyphonic levels of 1, 2, 3, and 4, respectively. These samples for each class were distributed randomly (60% in training set, 20% in validation set, and 20% in test set). The performance of the proposed method was compared to that of different classifiers in combination with different features as follows, where NR, ST, and T denote the noise reduction, spectrogram, and two-channels, respectively:

Baseline (BL): The baseline system used MFCC coefficients (20 static, 20 delta, and 20 acceleration) extracted from one-channel audio. Before feature extraction, SE and CS were performed, although NR was not applied. A Gaussian mixture model (GMM) was used for SED.

Proposed Method (PM): The PM was composed of SE, CS, NR2, ST2, TDOA, and BGRNN. The input layer of the BGRNN comprised 40 units and three hidden layers with 200 GRU units. 3-layer BGRNNs were initialized with orthogonal weights and rectifier activation functions. The network was trained by binary cross-entropy as loss function.

Method 1 (M1): M1 was composed of SE, CS, NR, ST, TDOA, and BGRNN. One-channel features per frame were applied to the BGRNN classifier.

Method 2 (M2): M2 was composed of CS, ST, TDOA, and BGRNN. One-channel spectrogram features without SE or NR per frame were extracted and applied with 1 TDOA to the BGRNN classifier.

Method 3 (M3): M3 was composed of SE, CS, NR2, ST2, TDOA, and GRNN. Instead of using the BGRNN classifier of M1, a GRNN was used as the classifier with two-channel features.

Method 4 (M4): M4 was composed of SE, CS, NR2, ST2, TDOA, and LSTM-RNN. The LSTM-RNN was used as a classifier with two-channel features. The input layer of the LSTM-RNN comprised 40 units and two hidden layers with 200 LSTM units. The network was trained by binary cross-entropy as loss function.

For the evaluation metrics of system performance for SED, we used error rate (ER) and F-scores calculated in one second segments [5]. Experimental results show the baseline system (BL) has an event average error rate (ER) of 1.1 and F-score of 64.5%. The PM significantly outperforms the baseline system in terms of ER and F. These results confirm that SE, CS, and NR significantly contributed to the detection of overlapping sound events. In addition, BGRNN achieves better classification results than GMM, GRNN, and LSTM-RNN, which were trained on the same audio features. Spatial and noise-reduced spectrogram features from the multi-channel audio show considerable improvements over those when only mono-channel audio was used with the same classifier.

Table 1: Performance Comparison for different combinations of classifiers and feature.

<table>
<thead>
<tr>
<th>Methods</th>
<th>ER</th>
<th>F(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BL</td>
<td>1.1</td>
<td>64.5</td>
</tr>
<tr>
<td>PM</td>
<td>0.63</td>
<td>86.7</td>
</tr>
<tr>
<td>M1</td>
<td>0.71</td>
<td>83.2</td>
</tr>
<tr>
<td>M2</td>
<td>0.98</td>
<td>74.9</td>
</tr>
<tr>
<td>M3</td>
<td>0.65</td>
<td>86.3</td>
</tr>
<tr>
<td>M4</td>
<td>0.67</td>
<td>85.9</td>
</tr>
</tbody>
</table>

4. Conclusions

In this paper, we proposed a home environmental sound alert system for deaf and hard-of-hearing users. The proposed system provides the user with information of all of the detected sound events and their probabilities. We also presented an improved sound event detection scheme for a reliable and effective alert system. Experimental results demonstrate the potential effective use of the proposed alert system in practical situations. Future work will focus on extending the BGRNN to improve detection accuracy for various sound event detection based systems.
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Abstract

Automatic and accurate prediction of human speech perception performance is of great benefit for developing speech processing algorithms. Automatic speech recognizers (ASR) can be designed with the goal of mimicking human performance in speech recognition, hence, they can also be employed for predicting the intelligibility of speech. This paper presents two new objective measures for predicting speech intelligibility at the word level. The normalized likelihood difference (NLD) and the time alignment difference (TAD) are the proposed measures, extracted utilizing the hidden Markov models (HMMs) trained for an ASR system. Experimental results show that the proposed measures can accurately predict the normal-hearing listeners’ performance in a keyword recognition task.

Index Terms: speech intelligibility prediction, automatic speech recognition, microscopic approach, objective measure

1. Introduction

The number of applications of devices working with speech signals is growing every day. For instance, many researchers are developing speech processing algorithms for hearing aids, which are widely needed in our aging societies. For these developments, it has always been a requirement to assess the intelligibility or quality of the signal at hand before or after processing. Partially automating this task rather than purely relying on listening tests is beneficial considering the time and cost required in human intelligibility assessment.

In the last decades, many objective measures have been published, which aim to predict the speech intelligibility from a macroscopic point of view. Well-known objective measures like the speech intelligibility index (SII) [1], speech transmission index (STI) [2], short time objective intelligibility (STOI) [3], and mutual-information-based models [4] compare the degraded speech with a reference in long segments, e.g. over an entire sentence, and predict only the average number of speech units, like words, heard correctly. The speech-based envelope power spectrum model (sEPsM) [5] is another example of macroscopic measures, which uses an auditory model to analyze the speech signal and computes the signal-to-noise ratios in modulation frequency bands as a measure of intelligibility. This model was later extended to mr-sEPsM [6] and sEPsM-corr [7] in order to account for non-linear degradations as well.

Macroscopic measures typically require longer input signals in order to obtain a sufficient accuracy in intelligibility prediction. In contrast to such methods, microscopic approaches process smaller segments of speech and attempt to predict the individual listener’s response to a speech signal on a word-by-word or phoneme-by-phoneme basis. As an example, the microscopic method proposed in [8] uses an auditory model to extract features from speech signals and the dynamic time warping algorithm to compare the features extracted from a degraded signal to its clean counterpart for predicting the intelligibility of single words.

In another microscopic framework [9], Kollmeier et al. have considered the outputs of an ASR system as predictors of speech perception in both normal-hearing and hearing-impaired listeners. In this method, in contrast to the previously mentioned intelligibility prediction methods, it is not required to have access to the clean signal as a reference for predicting the speech intelligibility. Also, this method can benefit from the language knowledge implemented as a grammar in ASR systems. In [10], it has been shown that in listening tests, humans are taking advantage of their prior knowledge about the characteristics of speech units such as phonemes. Therefore, the authors have suggested to take the phonetic information into account in the design of instrumental quality or intelligibility measures. Otherwise, comparing the processed speech only to a signal-based reference can lead to unreasonably low quality estimates in scenarios like artificial speech bandwidth extension. A non-intrusive prediction of intelligibility has been introduced in [11, 12] that uses either the oracle transcriptions or the ASR-recognized transcriptions of the speech signal and synthesizes the clean features, required inside an intrusive intelligibility prediction method.

Microscopic methods promise to be more precise in estimating intelligibility and in diagnosing problems due to specific phoneme confusions. We have previously proposed an approach [13] that uses the logarithm of likelihood ratio of the true transcriptions or N-best word choices as primary examples [14]. Consequently, it can be hypothesized that such features contain information about the intelligibility of speech units as well. Moreover, it can be stated that the less intelligible a speech signal is, the more errors are expected in the ASR output. Hence, the time alignment information, estimated during the recognition process, can be used as another source of information on the intelligibility of speech units. In order to exploit such ASR-based features in the context of speech intelligibility prediction, the normalized likelihood difference (NLD) and the time alignment difference (TAD) are introduced in this paper.

Prior to extracting the NLD and TAD, an HMM-based
speech recognition system must be trained. Here, for each word \( \nu \) in the vocabulary, one HMM \( \lambda_\nu \) is built. The parameters of each HMM can be estimated by optimizing the likelihood of the training set observation vectors for the associated word or by discriminative training. Based on these trained models, Figure 1 and Figure 2 illustrate the schematic diagram of extracting the proposed measures NLD and TAD, respectively. The detailed description of these measures is provided below. It is notable that the introduced measures, here, are extracted at the word level, however, it is possible to extend the current framework for predicting the phonemes as well.

### 2.1. Normalized Likelihood Difference (NLD)

In order to extract the NLD per word, the speech signal is segmented into the constituent words and each segment is fed into the system as an input. The first step in extracting the NLD is to apply a feature extraction method to the input signal \( S \) and estimate the observation sequence \( O = \{ o_1, o_2, \ldots, o_T \} \). Then, the model likelihoods given the observation sequence are computed for all possible words, \( P(\lambda_\nu | O) \), \( 1 \leq \nu \leq V \). All model likelihoods are sorted and the words with the highest probability of the input sequence given the model are selected as the NLD. Next, all probabilities are sorted and the words with the highest probability of the observation sequence given the word models. As shown in Figure 1 and according to Equation (2), following the feature extraction, the forward algorithm is applied to the observation sequence in order to compute the probability of the input sequence given the model \( \lambda_\nu \) for all possible words. Next, all probabilities are sorted and the words with the first and second highest probability are selected. The word with the highest probability \( \nu^{(1)} \) is compared to the oracle transcription of the signal \( P_{\text{oracle}} \). If they are equal, the NLD is defined as the difference between the likelihoods of the first \( \lambda_\nu^{(1)} \) and the second \( \lambda_\nu^{(2)} \), best word models given the observation sequence and normalized with the best likelihood. Otherwise, the order of the difference between the two model likelihoods is interchanged:

\[
\text{NLD} = \begin{cases} 
\frac{P(\lambda_\nu^{(1)} | O) - P(\lambda_\nu^{(2)} | O)}{P(\lambda_\nu^{(1)} | O)}, & \text{if } \nu^{(1)} = \nu_{\text{oracle}} \\
\frac{P(\lambda_{\nu^{(2)}} | O) - P(\lambda_{\nu^{(1)}} | O)}{P(\lambda_{\nu^{(1)}} | O)}, & \text{if } \nu^{(1)} \neq \nu_{\text{oracle}}
\end{cases}
\]

(3)

Similar to Equation 2, here, \( P(\lambda_\nu | O) \) can be replaced by \( P(O | \lambda_\nu) \) and the NLD is computed in practice using the probability of the observation sequence given the word models.

### 2.2. Time Alignment Difference (TAD)

As a second metric, we consider the time alignment difference (TAD) between the recognized and oracle transcriptions of the input signal. The computational steps of this measure are shown in Figure 2. The TAD is estimated at the word level, but the input to this method is the entire sentence. At first, a feature extraction algorithm is applied to the input signal. Then, a decoder is employed to perform a continuous speech recognition on the observation sequence \( O \). Lastly, the recognized time alignment for a specified keyword is compared to its oracle time alignment and their relative difference is computed as the TAD measure:

\[
\text{TAD} = \frac{|T_{b_{\text{Rec}}} - T_{b_{\text{Oracle}}}| + |T_{e_{\text{Rec}}} - T_{e_{\text{Oracle}}}|}{L},
\]

(4)
where $T_{\text{Rec}}$ and $T_{\text{Oracle}}$ are the recognized and the oracle ending frame index of a single word, respectively. Similarly $T_{\text{Rec}}$ and $T_{\text{Oracle}}$ represent the recognized and the oracle ending frame index of the same word and lastly, $L$ is the word length in frames.

3. Experiments

3.1. Speech Intelligibility Database

The original Grid corpus [15] and its noisy version [16] have been used in the following experiments. The original corpus contains 34000 clean speech signals in total, recordings of 34 English speakers made at the University of Sheffield. Each Grid utterance is a 6-word sentence with a fixed grammar: $<$Verb (4)- Color (4)- Preposition (4)- Letter (25)- Digit (10)- Adverb (4)>, where the numbers in parentheses represent the number of available choices for each word type.

In addition to the clean Grid database, there is also a noisy version, which has been created by adding speech-shaped noise to the clean signals at 12 different signal-to-noise ratios (SNRs) from -14 dB up to 6 dB in steps of 2 dB, plus 40 dB (labeled as clean). For the noisy database, the results of a listening test conducted on 20 listeners with normal hearing are available. Each participant has listened to 2000 utterances and has been asked to recognize three keywords, the color, letter, and digit [16].

3.2. Experimental Setups

The first step in all experiments is the extraction of features from the speech signals. As features, the first 13 Mel frequency cepstral coefficients (MFCCs) plus their first ($\Delta$) and second order derivatives ($\Delta\Delta$) were used. Hamming-windowed frames with a length of 25 ms and a frame shift of 10 ms were chosen for the MFCC extraction algorithm. The sampling frequency was set to 25000 Hz in all experiments.

For ASR, each word was modeled using a linear left-to-right HMM, resulting in 51 whole-word HMMs plus one silence model. The number of states were chosen as three times the number of phonemes of the modelled word. A 2-mixture diagonal covariance GMM represents the state output distribution of all HMMs.

In order to be able to use the entire data collected in the listening test for evaluating the intelligibility measures, all experiments were carried out with 5-fold cross validation. During each fold, the speech database was divided into the disjoint training (60%), development (20%), and test (20%) sets. To raise the accuracy, noise-dependent models were trained separately at each SNR and development sets were used to assess the accuracy of HMMs during the training.

To evaluate the proposed intelligibility measures, single Gaussian models (GM) were utilized to predict the intelligibility of the Grid keywords. For each test, two GMs were trained; one to represent the distribution of the intelligibility measure for correctly recognized words and another one representing the distribution of the same intelligibility measure but for words misrecognized by human listeners. Hence, in this framework, intelligibility measures were used as input features for GMs. After training, GMs were employed to predict whether an input speech signal can be recognized correctly at the word level. Here, the development set data were used for training the GMs and the test set data were used to evaluate them.

3.3. Evaluation

In the current work, the proposed intelligibility measures are assessed for predicting the normal-hearing listeners’ performance. The results, presented below, are averaged over all 20 listeners available in the Grid database. Table 1 contains the accuracy of the proposed intelligibility measures NLD and TAD in predicting human keyword recognition results, averaged over 12 SNRs. Also, the accuracy of the ASR system in the same task is given in this table, which is computed by a direct comparison of ASR and human recognition outcomes. In addition to the mentioned methods, the well-known macroscopic intelligibility measure STOI [3] was used as a baseline to predict the intelligibility of Grid keywords. Please note that the STOI method needs longer units of speech for its computations and normally, it can not be used for computing the intelligibility of a single word. Therefore, we have augmented the length of every speech signal corresponding to a word by repeating the same signal several times to allow for a computation of the STOI per word. This repetition was implemented in the one-third octave band domain. After framing and extracting the one-third octave band representation of the signal in each frame, all frames were repeated several times for both degraded and reference speech signals without inserting any silence gaps. Therefore, no artifacts have been introduced to the signal, which might have disadvantaged the STOI method.

Considering the results in Table 1, it is evident that both proposed measures, NLD and TAD, have higher accuracies, on average, in comparison to the STOI and to the direct use of the ASR output. Moreover, the average accuracy of the TAD exceeds that of the NLD measure. A statistical significance analysis using Fisher’s exact test [17] has shown that the TAD is statistically different from all competitors at a significance level of 0.01. Furthermore, the comparison of the NLD and ASR results with that of the STOI using the same test has shown that

![Figure 2: Block diagram of the second proposed speech intelligibility measure, the TAD.](image)
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both methods are statistically different from the STOI at a significance level of 0.01 as well.

An SNR-based comparison of the above intelligibility prediction methods is provided in Figure 3. One can observe that the TAD has the highest accuracy in most SNRs down to -8 dB. The STOI has a comparable performance to that of the TAD at 2 dB and higher SNRs but its accuracy drops steeply in the middle of the plot. The NLD and ASR have a similar pattern and are less accurate at higher SNRs than the STOI and TAD measures. The NLD is performing better than the ASR in most SNRs except for the very high (greater than 4 dB) and very low (smaller than -12 dB) ones.

![Figure 3: Accuracy of all considered intelligibility measures per SNR in predicting the the keyword recognition performance of 20 normal-hearing listeners.](image)

### 5. Acknowledgements

This research has received funding from the European Union’s Seventh Framework Programme FP7/2007-2013/ under REA grant agreement n° [317521]. It was also supported in part by the National Science Foundation under Grant No. NSF PHY-1125915. The authors would like to thank Jon Barker for providing a noisy version of the Grid database with comprehensive listening test results.

### 6. References


Exploiting deep learning to inform spectral contrast enhancement for hearing-impaired listeners

Ning Ma1, Guy J. Brown1, Jon Barker1, Michael Stone2

1Department of Computer Science, University of Sheffield, UK
2School of Psychological Sciences, University of Manchester, UK
{n.ma, g.j.brown, j.p.baker}@sheffield.ac.uk, michael.stone@manchester.ac.uk

Abstract

Hearing-impaired (HI) listeners have great difficulty in understanding speech when there is noise, music, or people talking in the background. Despite of some advances that have been made in the field, current algorithms adopted in modern hearing aids have had limited success in improving speech intelligibility, as background noise is amplified along with people’s voice of interest. Previously many studies [1, 2, 3, 4, 5] have focused on enhancing spectral contrast of sound in order to increase speech intelligibility in noise. These techniques typically employ a digital processing method for altering spectral contrast – the difference in amplitude between spectral peaks and valleys. However, the effects of such processing are usually small (for example, [4] report a relative improvement of 8% in intelligibility for one set of parameters only at a signal-to-masker ratio of -6 dB, but not higher).

One of the reasons that such methods are not very effective is that spectral contrast is enhanced without distinguishing target speech from background noise. Such blind processing does not necessarily improve auditory grouping, a likely process listeners use to organise sound mixtures into auditory streams belonging to individual sources. In some cases grouping cues may be degraded by such processing [4].

Recently, machine learning methods that utilise a deep neural network (DNN) have shown breakthrough performance in speech and language processing. DNNs can learn to identify the spectro-temporal regions in which speech dominates the noise (referred to as a “mask”) [6, 7, 8]. The speech-dominating parts are amplified whereas those in which background noise dominates are discarded. Such noise-filtering methods have been shown improved speech intelligibility for hearing-impaired listeners [9, 10].

There are two reasons, however, to believe that filtering out all background noise may not be the optimal solution for improving speech intelligibility for hearing-aids users. First, improved signal-to-noise ratios do not necessarily translate into improved speech intelligibility. Identification of reliable speech regions is challenging in daily listening environments where a large and variable number of sound sources are present, and mislabeling of speech-dominating parts can often degrade speech intelligibility. Second, even if we could perfectly filter out the background noise, some of them are often desired to which listeners might want to switch attention. For example, when talking to someone at a train station, the listener might also want to pay attention to the announcement in the background.

In this study we look beyond traditional spectral contrast enhancement and propose an approach in which deep learning is used to inform spectral contrast enhancement. At first, a DNN based method is adopted to identify the spectro-temporal mask dominated by the target speech. Previous studies have used relatively simple DNN architectures and input features [9, 10]. The recent research conducted at Sheffield has demonstrated that incorporation of pitch-related features in a long short term memory (LSTM) network is capable of learning long-term dependencies which is particular effective when the background noise is not stationary as in daily listening environments [8]. In the subsequent spectral contrast enhancement, the time-frequency components belonging to a same source are processed coherently. This could include not just enhancing the spectral contrast for the target speech, but also reducing the spectral contrast. Such a method is analogous to reducing the depth of field of a lens in photography, thus emphasising the target subject while de-emphasising the background.

The aim of this study is to determine the benefit of the proposed deep learning methods on speech intelligibility for hearing-impaired listeners. The objectives include:

- To measure the benefit of improved deep learning methods for speech masks estimation on speech intelligibility for hearing-impaired listeners;
- To determine the effect of mask-informed spectral contrast enhancement.

We plan to conduct two sets of listening experiments. In the first set of experiments, the estimated probabilistic mask will be used to directly resynthesise enhanced signals, by weighting time-frequency (T-F) bins accordingly before overlap-adding signals over all frequencies. Three different DNNs will be used including the state-of-the-art baseline system proposed in [10] and two proposed systems [8]. In the second set of experiments, the best performing mask estimation method from the first experiment will be selected and used to inform spectral contrast enhancement. In this case spectral contrast enhancement is applied only to the T-F bins that are more likely to be dominated by speech. The other T-F bins are left intact so that the background sound are not completely filtered out. The results will be compared with those by direct resynthesis from the first set of experiments.

We will measure the effect of such processing on speech intelligibility by measuring the percent correct identification of keywords in sentences presented in both speech-shaped noise and a second talker. Two groups of listeners will be invited to take part in this experiment: normal-hearing listeners and hearing-impaired listeners. Two signal-to-masker ratios (SMRs) will be used for each set of tests.

Index Terms: spectral contrast enhancement, deep learning, hearing impairment, speech understanding in noise.
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Abstract

In our previous study, we have proposed a practical method for noise reduction using a microphone array. The method initially estimates the direction of arrival (DOA) and waveform of a noise signal, then subtracts the estimated noise from the output of a reference microphone to restore a target signal. However, the method is effective only when there is one noise source. This study expands the method by using the least absolute shrinkage and selection operator (LASSO) algorithm. When there are multiple noise sources, the DOA of the most dominant noise is estimated by the LASSO to reduce the noise effectively. The results from computational simulation experiments show the efficiency of the proposed method when the microphone array is mounted on an eyeglass frame.

Index Terms: microphone array, DOA estimation, LASSO, eyeglass frame

1. Introduction

Microphone arrays are effective for improving speech intelligibility in a noisy environment. As for hearing aids, a simple installation of a microphone array is to mount it on an eyeglass frame. However, classical delay-and-sum (DAS) beamforming provides very small amounts of noise reduction at low frequencies because the array length is comparable to the wavelength of a low frequency component involved in speech. The performance has been progressed by using adaptive array processing [1] and the superdirective array technique [2]. These advanced processing techniques need a high calculation cost, while the cost should be reduced for portable devices such as hearing aids.

We have proposed a practical method to suppress noise using a microphone array [3]. However, the method is effective only when there is one noise source. This study expands the method by using the least absolute shrinkage and selection operator (LASSO) algorithm [4].

2. Proposed system

2.1. System structure

The basic structure of the expanded system is the same as that in [3]. Figure 1 shows the block diagram of the system when there are four microphones. The microphones are located on an eyeglass frame (Fig. 2) where the first one from an edge is defined as the reference microphone (Mᵀ). A sound arriving from perpendicular to the eyeglass frame is regarded as a target signal and sounds arriving from other directions are treated as noise signals. This system first estimates the DOA and waveform of a noise signal observed at the Mᵀ independently across frequency bins, and then subtracts the estimated waveform of the noise signal from the Mᵀ output to suppress the noise.

A signal observed at the Mᵀ, \( Mᵀ(\omega) \), is a superimposition of a target signal, \( S(\omega) \), and a noise signal, \( N(\omega) \).

\[
Mᵀ(\omega) = S(\omega) + N(\omega) \tag{1}
\]

If we assume that one noise sources is located far away from the array, the signal observed at the i-th microphone, \( Mᵢ(\omega) \), can be described as follows:

\[
Mᵢ(\omega) = S(\omega) + N(\omega)e^{-j\omega\tauᵢ} \tag{2}
\]

where \( \tauᵢ \) is the time delay from the Mᵀ. By subtracting \( Mᵀ(\omega) \) from \( Mᵢ(\omega) \), the residual signal from the i-th microphone, \( Rᵢ(\omega) \), is given by

\[
Rᵢ(\omega) = Mᵢ(\omega) - Mᵀ(\omega) = S(\omega) - \left| N(\omega) \right| \sin \left( \frac{-\omega\tauᵢ}{2} \right) \exp \left( j \left( \text{Arg}[N(\omega)] - \frac{\omega\tauᵢ}{2} + \frac{\pi}{2} \right) \right) \tag{3}
\]

where \( \left| N(\omega) \right| \) and \( \text{Arg}[N(\omega)] \) describe the amplitude and phase of the noise, respectively. Thus, the amplitude and phase of \( Rᵢ(\omega) \) are given as follows:

\[
|Rᵢ(\omega)| = 2 \left| N(\omega) \right| \sin \left( \frac{-\omega\tauᵢ}{2} \right), \tag{4}
\]

\[
\text{Arg}[Rᵢ(\omega)] = \text{Arg}[N(\omega)] - \frac{\omega\tauᵢ}{2} + \frac{\pi}{2}.
\]
First, we estimate the DOA of the noise signal, $\theta_N$, by
\[
\theta_N = \sin^{-1}\left(\frac{-2c(\text{Arg}[R_{i+1}(\omega)] - \text{Arg}[R_i(\omega)])}{\omega(d_{i+1} - d_i)}\right)
\]  
(5)
where $d_i$ denotes the distance between $M_i$ and $M_i$ [3].

Next, we estimate $N(\omega)$ based on Eq. (4) using $\tau_i = d_i \sin(\theta_N)/c$ where $c$ is the velocity of sound.
\[
|N(\omega)| = \frac{|R_i(\omega)|}{2 \sin \left(\frac{-\omega \tau_i}{2}\right)}
\]
\[
\text{Arg}[N(\omega)] = \text{Arg}[R_i(\omega)] + \frac{\omega \tau_i}{2} - \frac{\pi}{2}
\]  
(6)

The above derivation indicates that the noise signal at the $M_i$ is easily estimated. Thus, the calculation cost is low.

Finally, the waveform of the noise is synthesized by superimposing an inverse fast Fourier transform, $\text{IFFT}[N(\omega)]$, of all frequency bins onto it, which is then subtracted from the output of the $M_i$ to restore the target signal.

### 2.2. Expansion of the system

As described above, the DOA of noise, $\theta_N$, is given by Eq. (5). When there are two noise sources at the same time, however, this equation estimates an intermediate direction of the two sources. As a result, the amplitude and phase of the superimposed noise cannot be estimated correctly by Eq. (6) and the performance of noise reduction is degraded.

To overcome this problem, this study expands the method to focus the most dominant noise in a temporal frame in signal processing. Because speech signals are sparse in the time-frequency domain, the dominant signal can be specified for every frequency bin in a temporal frame. Thus, the DOA of a dominant signal can be regarded as a function of frequency, $\theta_N(\omega)$. We decided to adopt the LASSO algorithm to specify the DOA of a dominant noise source. If the experimental conditions such as the number of microphones are enough, this algorithm estimates not only the DOA but also the amplitude and phase of the noise [5]. However, we estimate only the DOA of a dominant source because the present condition of four microphones with a short array seems not enough. Based on the estimated DOA, the amplitude and phase of the dominant noise are calculated by Eq. (6) for every frequency bin independently.

### 3. Evaluation of the proposed system

We conducted computer simulation experiments to evaluate the performance of the expanded system. The target, noise, and jammer signals were “Thank you very much. (female)”, “Hello, hello. (male)”, and “Welcome to Japan. (female)”, respectively. Off-axis noises were made with phase-shifting digital filters. The sampling frequency was 16 kHz, and the FFTs were conducted for 512-point temporal frames with the hanning window (frame shift: 256 points). The noise DOAs were estimated independently across frequency bins for higher than 1500 Hz, and their median was set for lower frequency bins. The LASSO estimation was implemented using the function of MultiTaskLasso (alpha = 0.5) in a Python machine learning library, scikit-learn. The bases of LASSO consist of the following vectors:
\[
\begin{bmatrix}
0, e^{-j\omega \tau_1} - 1, e^{-j\omega \tau_2} - 1, e^{-j\omega \tau_3} - 1
\end{bmatrix}^T
\]
where these vectors were prepared for every 5°.

Figure 3 shows the obtained amount of noise suppression that is defined as the decrease in noise power in the $M_i$ output. When there is one noise source, the performance is much better than the DAS beamforming (Fig. 3(a)). Because the LASSO bases were prepared in 5° steps, the amount of noise reduction is larger if the DOA of noise is near one of the bases. When another noise source (jammer) is fixed to 30°, the performance becomes poorer for the contralateral bearings (Fig. 3(b)). However, it is better than our previous system [3] in which little suppression is observed for the contralateral bearings. Thus, we can conclude that the expansion was succeeded.

Because the system was implemented in Python interpreter language to use a smart library of machine learning, the processing is not real-time operation. The next step of the project will be implementation of the system using a compiler language.
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Abstract

Nowadays, the pure-tone audiogram is the main tool used to characterize the degree of hearing loss and to fit hearing aids. However, the perceptual consequences of a hearing loss are typically associated not only with a loss of sensitivity, but also with a loss of clarity (distortion loss) that is not captured by the audiogram. Detailed characterization of hearing deficits can be complex and it has to be simplified in order to efficiently investigate the specific compensation needs of individual listeners. The aim of this study is to characterize individual hearing deficits by means of a test battery that allows to capture the diverse aspects of hearing loss, considering not only the loss of sensitivity but also supra-threshold distortions.

It was hypothesized that any listeners hearing can be characterized along two dimensions: distortion type I and distortion type II. While distortion type I can be linked to factors affecting audibility, distortion type II is considered as a non-audibility-related distortion, or clarity loss. To evaluate our hypothesis, the data from two studies was re-analyzed using a data-driven approach. Both studies carried out an extensive battery of psychoacoustic tests on potential hearing-aid users. The new analysis was based on an archetypal analysis and uses unsupervised learning to identify extreme patterns in the data which provide the basis for different auditory profiles. Subsequently, a decision tree was obtained that enables a simple classification of the listeners into one of the profiles.

This novel approach provided evidence for the existence of four different “auditory profiles” in the data. The most significant predictors for the profile identification were related to temporal processing, peripheral compression, and speech perception. The current approach is promising for identifying the most relevant tests for auditory profiling and considering new fitting strategies based on the individuals deficits.

Index Terms: hearing deficits; hearing aids; hearing profile; temporal processing; supra-threshold distortions
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Abstract

Recently, we proposed an audio-visual speech recognition system based on a neural network for a person with an articulation disorder resulting from severe hearing loss. In the case of a person with this type of articulation disorder, the speech style is quite different from that of people without hearing loss, making a speaker-independent acoustic model for unimpaired persons more or less useless for recognizing it. Our proposed system has shown high performance; however, some problems remain. Although the feature extraction networks are trained using the phone labels as the target class, it is difficult to obtain the correct alignment for their speech. Also, it is necessary to consider a gap between audio and visual feature spaces to treat the different modalities. In this paper, we propose a feature extraction method using deep canonical correlation analysis to tackle these weaknesses. The effectiveness of this approach was confirmed through word-recognition experiments in noisy environments, where our feature extraction method outperformed the conventional methods.

Index Terms: Speech recognition, multimodal, deep canonical correlation analysis, assistive technology

1. Introduction

In recent years, a number of assistive technologies using information processing have been proposed; for example, sign language recognition using image recognition technology [1] and text reading systems from natural scene images [2]. In this study, we focused on communication-assistive technology for a physically unimpaired person to enable him or her to communicate with a person with an articulation disorder resulting from severe hearing loss.

Some people with hearing loss who have received speech training, or who lost their hearing after learning to speak, can communicate using spoken language. However, in the case of automatic speech recognition (ASR), their speech style is so different from that of people without hearing loss that a speaker-independent (audio-visual) ASR model for unimpaired persons is of little use for recognizing such speech as described in Section 5.1. Matsumasa et al. [3] researched an ASR system for articulation disorders resulting from cerebral palsy, and reported the same problem. Najnin et al. [4] investigated the relationship between a hearing-impaired individual’s speech and his hearing loss.

The performance of speech recognition systems generally degrades in a noisy environment. For people with hearing loss, because they do not hear ambient sound, they cannot control the volumes of their voices and their speaking style in a noisy environment, and it is difficult, those who are physically unimpaired, to recognize utterances using only the speech signal. In such cases, we try to read the lips of the speaker to compensate for the reduction in recognition accuracy. For people with hearing problems, lip reading is one communication skill that can help them communicate better. In the field of speech processing, audio-visual speech recognition has been studied for robust speech recognition under noisy environments [5, 6, 7]. In this paper, we investigate an audio-visual speech recognition approach for articulation disorders resulting from severe hearing loss.

Recently, we proposed bottleneck feature extraction [8] from audio and visual features for a hearing-impaired person using convolutive bottleneck networks (CBN), which stack multiple layers of various types (such as a convolution layer, a pooling layer, and a bottleneck layer) [9] forming a deep network. Thanks to the convolution and pooling operations, we can train the convolutional neural network (CNN) robustly to deal with the small local fluctuations of an input feature map. In some tandem approaches using deep learning, an output layer plays a classification role, and output units are used as a feature vector for a recognition system, where phone labels are used as a teaching signal for an output layer. However, in the case of an articulation disorder, the phone label estimated by forced alignment may not be correct. An approach based on CBN [10] uses a bottleneck layer as a feature vector for a recognition system, where the number of units is extremely small compared to the adjacent layers, following the CNN layers. Therefore, the bottleneck layer is a better feature than an output layer, which is strongly influenced by some wrong phone labels because it is expected that the bottleneck layer can aggregate the propagated information and extract fundamental features included in an input map. In this paper, we investigate another approach to tackle this alignment problem—unsupervised learning.

In multi-view learning, deep canonical correlation analysis (DCCA) [11], which is nonlinearly-extended canonical correlation analysis (CCA), has been proposed. DCCA has two deep neural networks and simultaneously learns nonlinear mappings (both networks) of two modalities that are maximally correlated. CCA is a statistical method for dealing with the correlation between sets of two variables, finding linear projection vectors. Unlike CCA, DCCA is a parametric method, and it can learn the complex transformations of two views. DCCA has been applied to several audio classification tasks [12, 13], and improved [14]. The DCCA objective function is optimized in an unsupervised manner over the actual data; therefore, it is not necessary to use some wrong phone labels for training networks.

In most multimodal speech recognition systems, audio and visual features are integrated by just concatenating these features. Because the audio and visual features are intrinsically different, and a gap between audio and visual feature spaces may cause undesirable effects in speech recognition. Applying
DCCA, gaps between two feature spaces are reduced, and we expect to obtain more complementary features for speech recognition. We will show in this paper that our proposed feature can achieve better recognition performance in noisy environments.

The rest of this paper is organized as follows: In Section 2, we review CCA and DCCA. In Section 3, our proposed method is explained. In Section 4, the experimental data are evaluated, and the final section is devoted to our conclusions.

2. Preliminaries

In this section, we review CCA and DCCA, where two views represent the audio and visual features.

2.1. Canonical Correlation Analysis

Let $X_{audio} \in \mathbb{R}^{d_1 \times N}, X_{visual} \in \mathbb{R}^{d_2 \times N}$ denote audio and visual features with $N$ samples where the sample mean of these matrices is normalized to zero, and $d_1$ and $d_2$ represent the dimension of the audio and visual features, respectively. In CCA, the correlation coefficient is calculated as follows:

$$
\rho(a, b) = \text{corr}(a^\top X_{audio}, b^\top X_{visual})
$$

(1)

$$
= \frac{a^\top \Sigma_{aa} b}{\sqrt{a^\top \Sigma_{aa} a} \sqrt{b^\top \Sigma_{vv} b}},
$$

(2)

where $a \in \mathbb{R}^{d_1}, b \in \mathbb{R}^{d_2}$ are the projection vectors, which are parameters of CCA, and $\Sigma_{aa} \in \mathbb{R}^{d_1 \times d_1}, \Sigma_{vv} \in \mathbb{R}^{d_2 \times d_2}$ are the covariance matrices of $X_{audio}$ and $X_{visual}$, respectively. Since $\rho(a, b)$ is invariant to scaling of $a$ and $b$, we assume that each standard variance of denominator in Eq. (2) has one; that is, the projections are constrained to have unit variance,

$$
\max_{a,b} a^\top \Sigma_{aa} b \text{ subject to } a^\top \Sigma_{aa} a = b^\top \Sigma_{vv} b = 1
$$

(3)

If we use $L \leq \min(d_1, d_2)$ pairs of linear projection vectors, the projection matrices for audio and visual features are formed as $U \in \mathbb{R}^{d_1 \times L}$ and $V \in \mathbb{R}^{d_2 \times L}$, respectively. We obtain the following formulation to identify the projection matrices $A$ and $B$:

$$
\begin{align*}
\text{maximize} & \quad \text{tr}(A^\top \Sigma_{aa} B) \\
\text{subject to} & \quad A^\top \Sigma_{aa} A = B^\top \Sigma_{vv} B = I,
\end{align*}
$$

(4)

The optimal objective value is the sum of the top $k$ singular values of $T = \Sigma_{aa}^{-1/2} \Sigma_{uv} \Sigma_{vv}^{-1/2}$.

The optimal projection matrices are given by $(A, B) = (\Sigma_{aa}^{-1/2} U_k, \Sigma_{vv}^{-1/2} V_k)$, where $U_k \in \mathbb{R}^{d_1 \times k}$ and $V_k \in \mathbb{R}^{d_2 \times k}$ are the first $k$ left- and right-singular vectors of $T$. Indeed, the covariance matrices $\Sigma_{aa}$ and $\Sigma_{vv}$ are estimated from data using regularization so that they are constrained to the non-singular matrix.

2.2. Deep Canonical Correlation Analysis

DCCA computes the representations of the two views by passing them through multiple stacked layers of nonlinear transformations. Given the audio and visual features $(X_{audio}, X_{visual})$, the outputs of the audio and visual neural networks are written as $f(X_{audio}; \theta_1) \in \mathbb{R}^{o \times N}, f(X_{visual}; \theta_2) \in \mathbb{R}^{o \times N}$, respectively. $\theta_1, \theta_2$ indicate parameters of the audio and visual networks, respectively. DCCA computes the total correlation as follows:

$$
\text{corr}(a^\top f(X_{audio}; \theta_1), b^\top f(X_{visual}; \theta_2)) = \text{tr}(T^\top T)^{1/2},
$$

(5)

where $T = \Sigma_{aa}^{-1/2} \Sigma_{uv} \Sigma_{vv}^{-1/2}$ as reviewed in section 2.1. $\Sigma_{uv} = \frac{1}{N} X_{audio} X_{visual}$ and $\Sigma_{aa} = \frac{1}{N} X_{audio} X_{audio} + r_1 I$ are the covariance matrices with regularization constant $r_1 > 0$, similarly for $\Sigma_{vv}$. The goal of DCCA is to jointly learn parameters $\{\theta_1, \theta_2, a, v\}$ for both views, such that the correlation is as high as possible. The parameters $\{\theta_1, \theta_2\}$ are trained using back-propagation. The gradient of Eq. (5) can be computed as follows:

$$
\frac{\partial \text{corr}(a^\top f(X_{audio}; \theta_1), b^\top f(X_{visual}; \theta_2))}{\partial f(X_{audio}; \theta_1)}
$$

(6)

where $\Sigma_{bb} = \Sigma_{aa}^{-1/2} U V^\top \Sigma_{vv}^{-1/2}$ and $\Sigma_{aa} = \Sigma_{aa}^{-1/2} U V^\top \Sigma_{vv}^{-1/2}$, and the derivative with respect to $f(X_{visual}; \theta_2)$ has a symmetric expression.

General DNN objective functions are written as the expectation (or sum) of error functions (e.g., squared loss) calculated for each training sample. This property naturally suggests stochastic gradient descent (SGD) for optimization, where gradients are estimated for a few training examples (a mini-batch) and iteratively updated parameters. However, in DCCA (Eq. 5), it is necessary to estimate the covariance matrices for the training samples. Andrew et al. [11] used a full-batch algorithm (L-BFGS) for optimization. This is undesirable for applications with large training sets, as each gradient step computed on the entire training set can be very expensive in both memory and time. To mitigate this problem, Wang et al. [12] showed that it works well, even for this type of objective, if larger mini-batches are used. It is considered that a large mini-batch has enough information to estimate covariances. Hence, in this paper, we also configure a larger mini-batch size.

3. Related Works

Deep learning has had recent successes for acoustic modeling [15]. Deep neural networks (DNNs) contain many layers of nonlinear hidden units. The key idea is to use greedy layer-wise training with restricted Boltzmann machines (RBMs) followed by fine-tuning. Ngiam et al. [16] proposed multimodal DNNs that learn features over audio and visual modalities. Mroueh et al. [17] improved this method and proposed an architecture considering the correlations between modalities. Ninomiya et al. [6] investigated integration of bottleneck features using multi-stream hidden Markov models (HMMs) for audio-visual speech recognition.

CNNs also have demonstrated impressive performance on several tasks, such as image analysis [18, 19, 20] and spoken language [21] and music recognition [22]. In our previous work [8], we showed that the features extracted from CNNs lead to effective results for speech recognition thanks to the properties of the local receptive field and the shift invariant. Therefore, in this paper we do not use DNNs, but CNNs, for nonlinear mappings of two modalities.

Recently, multimodal learning has been researched in relation to discovering useful information about the world. If such methodology can be used to develop an accurate system, we would be able to obtain non-verbal information that cannot, at
this time, be explained expressly and cannot be obtained from discriminative models. Unsupervised learning is an approach to can be used to handle this problem. For multimodal fusion tasks, several approaches have been proposed [23, 24] where modalities are modeled using a generative model that is based on an RBM. For speech recognition tasks, the reproducibility of the input data is not necessary due to the fact that a DCCA approach is concise. In this paper, we employ DCCA with CNNs as a robust feature extractor for the fluctuation of the speech uttered by a person with cerebral palsy.

4. Multimodal Feature Extraction Using DCCA

4.1. Flow of the Proposed Method

Figure 1 shows the flow of our proposed feature extraction. To employ advantages of our previous work [8], we use CNNs for the mappings of DCCA instead of DNNs. Hereafter, \( f(\cdot; \theta) \) in section 2.2 indicates a CNN operation where the input is two-dimensional.

First, we prepare the input features for training a CNN from lip images and speech signals uttered by a person with hearing loss. For the audio signals, after calculating short-term mel spectra from the signal, we obtain mel-maps by merging the mel spectra into a 2D feature with several frames, allowing overlaps.

The visual signals of the eyes, mouth, nose, eyebrows, and outline of the face are aligned using the point distribution model (PDM), and its model parameter is estimated by constrained local model (CLM). Then, a lip image is extracted, and the extracted lip image is interpolated to fill the sampling rate gap between visual features with respect to audio features. In this paper, we adopted spline interpolation to the lip images.

The parameters of audio and visual CNNs are jointly learned by back-propagation with SGD where the gradients are calculated by DCCA objective function, starting from random values. Following the training of both CNNs, the input mel-map and lip images are transformed through networks so that output units have a high correlation. In noisy environments, we expect that even if the audio feature is degraded, the transformed feature has adequate robustness because this feature has a high correlation to the visual feature which is noise-invariant.

4.2. Application to Speech Uttered by a Person with Hearing Loss

DCCA has an advantage for speech uttered by a person with hearing loss. In the case of an articulation disorder, the phone label estimated by forced alignment may not be correct. However, several approaches based on DNN use the phone label as the target class to learn parameters. The DCCA accomplishes the training procedure in an unsupervised fashion to find the maximal correlation between two sets of modalities. Therefore, the feature extracted from networks trained by DCCA is not influenced by some wrong phone labels. By using DCCA, audio and visual features are transformed through networks so that output units have a high correlation. In noisy environments, we expect that even if the audio feature is degraded, the transformed feature has adequate robustness because this feature has a high correlation to the visual feature which is noise-invariant.

5. Experiments

5.1. Recognition Results Using a Speaker-independent Acoustic Model

At the beginning, we attempted to recognize utterances using a speaker-independent acoustic model for unimpaired people (This model is included in Julius [25]). The acoustic model consists of a triphone HMM set with 25-dimensional MFCC features (12-order MFCCs, their delta and energy) and 16 mixture components for each state. Each HMM has three states and three self-loops. For a person with hearing loss, a recognition rate of only 3.24% was obtained, but for a physically-unimpaired person, a recognition rate of 88.89% was obtained for the same task. It is clear that the speaking style of a person with hearing loss differs considerably from that of a physically-unimpaired person. Therefore, it is considered that a speaker-dependent acoustic model is necessary for recognizing speech from a person with hearing loss.

5.2. Word Recognition Experiments

5.2.1. Experimental Conditions

Our proposed method was evaluated on word recognition tasks. We recorded utterances of one male person with hearing loss, where the text is the same as the ATR Japanese speech database A-set [26]. We used 2,620 words as training data, and 216 words as test data. The utterance signal was sampled at 16 kHz and windowed with a 25-msec Hamming window every 5 msec. For the acoustic-visual model, we used the monophone-HMMs (54 phonemes) with 3 states and 6 mixtures of Gaussians. We compare our audio-visual feature with conventional MFCC+Δ+ΔΔ (36-dimensions) and MFCC+Δ+ΔΔ+ discrete cosine transform (DCT) (66-dimensions). Then, our proposed method and audio-visual features were evaluated in noisy environments. White noise was added to audio signals and their SNR is set to 20dB, 10dB, and 5dB. Audio CNN and HMMs are trained using the clean audio feature.

5.2.2. Architecture of the Networks

We construct deep networks, which consist of a convolution layer, a pooling layer, and fully-connected MLPs. For the input layer of audio CNN, we use a mel-map of subsequent 13-frames with 39-dimensional mel spectrum, and the frame shift is 5 msec. For the input layer of visual CNN, frontal face videos are recorded at 60 fps. Luminance images are extracted from
Table 1: Filter size, number of feature maps and number of MLPs units for each architecture. The value for C indicates the filter size of the convolution layer that has #1 maps. The convolution layer is associated with the pooling layer. The value of S means the pooling factor. The value for M indicates the number of units for each layer in the MLP part.

<table>
<thead>
<tr>
<th>Input</th>
<th>C</th>
<th>S</th>
<th>#1</th>
<th>M</th>
</tr>
</thead>
<tbody>
<tr>
<td>Audio CNN</td>
<td>39x13</td>
<td>4x2</td>
<td>3x3</td>
<td>13</td>
</tr>
<tr>
<td>Visual CNN</td>
<td>12x24</td>
<td>5x5</td>
<td>2x2</td>
<td>13</td>
</tr>
</tbody>
</table>

the image using CLM and resized to 12 x 24 pixels. Finally, the images are up-sampled by spline interpolation and input to the CNN.

Table 1 shows parameters used in experiments. We set the bottleneck layer into networks to investigate the performance of bottleneck features. In the training procedure, a learning rate and a momentum are set to be 0.0001 and 0.99, respectively.

5.2.3. Number of Mini-batch Sizes

In the preliminary experiment, we compared the effects of changing the number of mini-batches with 50 epochs in a clean environment. Table 2 shows the results when changing the number of mini-batches as 1,200, 1,500, 1,800, 2,100 and 2,400. Through the experiments, we found that the performance improves as the number of mini-batches increased. The reason for the improvement is attributed to being able to estimate the covariance matrix more accurately when using larger mini-batch sizes. In the future experiments, we will use a mini-batch size of 2,100.

Table 2: Word recognition accuracy for each mini-batch size

<table>
<thead>
<tr>
<th># of mini-batches</th>
<th>1,200</th>
<th>1,500</th>
<th>1,800</th>
<th>2,100</th>
<th>2,400</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recognition accuracy [%]</td>
<td>63.89</td>
<td>65.28</td>
<td>66.20</td>
<td>71.76</td>
<td>71.76</td>
</tr>
</tbody>
</table>

5.2.4. Results and Discussion

Figure 2 shows the word recognition accuracies in noisy environments. We compared the audio-visual feature extracted from our proposed method with two conventional features: MFCC+$\Delta + \Delta \Delta$ (MFCC), MFCC+$\Delta + \Delta \Delta + \text{DCT}$ (MFCC+DCT). In Figure 2, DCCA and DCCA bottleneck denote the features extracted from the final projection layer and the bottleneck layer (30-dimensions). Comparing DCCA bottleneck with DCCA, the former shows better accuracies. This is because the information that the audio feature has is lost when it is transformed to near the visual space. The DCCA bottleneck feature is better than MFCC+DCT in SNR of 10dB. This might be because the DCCA bottleneck feature obtained more noise-robustness compared with the conventional feature. These results show our proposed method improves performance.

Figure 3 shows the word recognition accuracies comparing our proposed method with the previous method [8]. The DCCA framework is the unsupervised learning that is applied to the actual data in order to find the maximal correlation between two sets of modalities without other information. Therefore, the extracted feature might not be able to present the phonological information. Our previous work employed supervised learning using the phone labels. In our experiments, the accuracy of the DCCA bottleneck degraded on average 14% compared to using supervised learning.

6. Conclusions

In this paper, we discussed an audio-visual speech recognition system for a person with an articulation disorder resulting from severe hearing loss based on CNNs. We proposed a feature extraction method using CNNs trained by deep CCA which is optimized in an unsupervised manner. In the DCCA procedure, audio and visual CNNs are trained maximizing the correlation between the units of each output layer. When a noisy input signal is fed to CNNs, although the audio feature is degraded, the visual feature compensates for the degraded audio feature data to increase accuracy. Then, the degradation of accuracy is restrained in high-noisy environments.

In comparison, in experiments between the proposed fea-
ture and a conventional unsupervised feature (MFFC+DCT), the proposed feature showed better performances than the conventional one. The improvement was more significant in high-noisy environments. However, the performance of the proposed method was lower than that of the supervised method. This result suggests that using DCCA, the phonological information are not necessarily extracted.

In future work, we will further investigate a better DCCA-based feature extraction which is also highly correlated to the phonological information. Person with an articulation disorder resulting from severe hearing loss need the various applications for communication, for example, voice-to-signal conversion system. Although their speech style is so different from that of people without hearing loss, they can make appropriate lip shapes. Therefore, the voice-to-signal conversion system is able to help the interaction with others. We will also research this system in future work.
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Abstract

We present a modified version of the real-time GCC-NMF stereo speech enhancement algorithm that drastically reduces the inherent system latency by incorporating an asymmetric STFT windowing strategy. Long analysis windows retain the high spectral resolution required by GCC-NMF, while short synthesis windows significantly reduce the overall system latency. We show that GCC-NMF speech enhancement quality is relatively unaffected by this windowing strategy, with the overall objective PEASS score remaining stable for varying system latencies. The asymmetric windowing technique comes at a cost of increased computational load, with shorter synthesis windows requiring a shorter frame advance, thus increasing the number of windows to be processed. We present an analysis of the computational requirements of GCC-NMF to run in real-time on a variety of hardware platforms including the Raspberry Pi and the NVIDIA Jetson TX1. All tested systems are fast enough to achieve latencies at least as low as 24 ms with small NMF dictionaries of 64 atoms, while the fastest NVIDIA K40 GPU system is capable of achieving 6 ms latency with a large dictionary of 1024 atoms.

Index Terms: real-time, latency, speech enhancement, source separation, GCC-NMF, GCC, NMF, GCC-PHAT, CASA

1. Introduction

A wealth of speech enhancement algorithms designed to suppress noise and reverberation have been developed in fields such as speech coding, automatic speech recognition, and source separation. Many such algorithms, however, remain inapplicable in the context of hearing assistive devices due to both inherent algorithmic latency and computational performance on low-power hardware. We address these hurdles here with respect to the real-time GCC-NMF speech enhancement algorithm we introduced recently [1, 2].

Many speech enhancement algorithms including GCC-NMF are built around the short-time Fourier transform (STFT) with which sound is processed in short, overlapping segments of time [3]. A consequence of the traditional STFT is an inherent algorithmic latency where, independent of processing speed, there exists a trade-off between spectral resolution and the delay between the system’s input and output. With many algorithms relying on high spectral resolution, latencies greater than 64 ms are common. In the context of assistive listening devices, however, such high latencies are perceived as objectionable echoes as a superposition of both the aided and unaided sounds are heard by the listener [4]. Depending on the type and severity of hearing loss, delays below 15 to 32 ms are likely required to be tolerable [5, 6], with delays less than 10 ms being a reasonable objective in the general case [7, 8].

In this work, we integrate the asymmetric STFT windowing approach proposed by Mauler and Martin [9] into the GCC-NMF speech enhancement system, simultaneously providing high spectral resolution and latencies well below 10 ms, depending on available computational power. An alternative approach to low delay speech enhancement was developed by Löllmann and Vary using low delay filter banks [10, 11]. We begin with a review of the real-time GCC-NMF speech enhancement algorithm in Section 2, followed by a description of the asymmetric STFT windowing method in Section 3. We then demonstrate the robustness of GCC-NMF speech enhancement quality to latency reduction with asymmetric windowing, as well as an analysis of the computational requirements of GCC-NMF on a variety of hardware platforms in Section 4, followed by the conclusion in Section 5.

2. Real-time GCC-NMF

The GCC-NMF stereo speech enhancement algorithm combines the non-negative matrix factorization (NMF) unsupervised dictionary learning algorithm [12] with the generalized cross-correlation (GCC) spatial localization method [13]. GCC-NMF is flexible in terms of microphone separation, where separations ranging from 5 cm to 1 m have been tested previously [1]. NMF provides a parts-based separation of the input mixture signal in terms of dictionary atoms in the magnitude frequency domain, while GCC provides an estimate of the time delay of arrival (TDOA) of each dictionary atom, at each point in time. The NMF dictionary atoms estimated to originate from the direction of interest are recombined and used to construct a Wiener-like filter, as is typical for NMF-based speech enhancement [14]. The resulting filter is applied to the mixture signal to yield the system output. For offline speech enhancement, the NMF dictionary may be learned directly from the mixture signal, while in the online case, it is pre-learned from isolated speech and noise signals using a different dataset than used at test time, generalizing to new speakers, acoustic and noise conditions, and recording setups [2].

Online GCC-NMF speech enhancement is performed on a frame-by-frame basis given the pre-learned NMF dictionary $W_{fd}$ (with $f$ indexing frequency and $d$ indexing the dictionary atoms), the complex-valued left and right Fourier-transformed frames $V_{lf}$ and $V_{rf}$, a set of possible TDOAs indexed by $\tau$, and the target direction $\tau_t$ estimated using an accumulated GCC-PHAT localization process [2]. First, the GCC-NMF angular spectrum $G_{d\tau}^{\text{NMF}}$, is constructed for each dictionary atom,

$$G_{d\tau}^{\text{NMF}} = \sum_f W_{fd} \text{Re} \left( \frac{V_{lf}^* V_{rf}}{|V_{lf}| |V_{rf}|} e^{2\pi f \tau} \right)$$  \hspace{1cm} (1)$$

where for a given atom $d$, $G_{d\tau}^{\text{NMF}}$ is a function of $\tau$ that will be...
high for values of $\tau$ near the estimated direction of arrival. A binary atom mask $M_d$ is then constructed given the estimated target direction $\tau_s$.

$$M_d = \begin{cases} 1 & \text{if } |\tau_s - \text{argmax}_d G_{\text{NMF}}^{nd} | < \epsilon/2 \\ 0 & \text{otherwise} \end{cases}$$

such that only atoms whose GCC-NMF angular spectrum reaches its peak within a window of size $\epsilon$ of the target TDOA are accepted. Finally, a Wiener-like filter is constructed as the ratio of the sum of unmasked atoms $\sum_d W_{fd} M_d$ to the sum of all atoms $\sum_d W_{fd}$, and is used to filter input signals resulting in the enhanced speech signal $\hat{X}_{cf}$, where $c$ indexes the left and right channels,

$$\hat{X}_{cf} = \frac{\sum_d W_{fd} M_d}{\sum_d W_{fd}} V_{cf}$$

With the online GCC-NMF speech enhancement algorithm now defined, we proceed to show how the underlying STFT imposes an lower limit on its real-time latency, and how the asymmetric STFT windowing method mentioned previously may be used to drastically reduce this latency.

3. Asymmetric STFT Windowing

3.1. STFT and Latency

The STFT processes sound in short, overlapping segments of time called frames. Each frame is multiplied by an analysis window prior to computing its Fourier transform. Resynthesis is achieved by taking the inverse Fourier transform of the transformed frame, multiplying the resulting samples by a synthesis window, and combining neighboring frames via the overlap-add (OLA) method. Perfect reconstruction can be achieved if the transform has the constant overlap-add (COLA) property, i.e. if the overlapped sum of the product of the analysis and synthesis windows is constant over time [15]. A commonly used window for analysis and synthesis is the square root of the periodic Hann window, where the periodic Hann function is defined for frame size $N$ as,

$$H_N[n] = \begin{cases} \frac{1}{2} \left( 1 - \cos \left( \frac{\pi n}{N} \right) \right) & 0 \leq n < N \\ 0 & \text{otherwise} \end{cases}$$

The above process of overlapped signal windowing with OLA resynthesis induces a latency $L_{\text{OLA}}$ equal to the window size $N$. In order to run in real-time, all processing including the Fourier transform and its inverse, should occur within a single frame advance $R$, resulting in a total system latency of $N + R$ [15]. We previously presented the real-time GCC-NMF separation system on input signals sampled at 16 kHz, with a window size of 1024 samples with varying frame advance, resulting in a total latency of 64 ms plus 8 ms with a frame advance of 128 samples, for example. As described in Section 1, latencies this large are unsuitable for real-world use in hearing assistive devices.

A first approach to reduce the GCC-NMF system latency is to simply reduce the window size $N$. This comes at the expense of decreasing the spectral resolution, however, and as we will show in Section 4.2, GCC-NMF speech enhancement quality decreases significantly for small window sizes with this approach. We therefore present another approach to latency reduction based on an asymmetric STFT windowing method that combines long analysis windows with short synthesis windows.

3.2. Asymmetric STFT Windowing

Departing from the tradition of symmetric analysis and synthesis windows that have the same duration, asymmetric windowing allows us to simultaneously achieve high spectral resolution and low latency by combining long analysis windows with relatively short synthesis windows. The asymmetric windows we use in this work have been adapted from the more general case proposed by Mueller and Martin [9], though other asymmetric windowing approaches can be found in the literature [16, 17, 18, 19].

![Figure 1: Comparison of the symmetric and asymmetric STFT window functions for frame size $N$. a) Traditional symmetric square root Hann analysis and synthesis window functions and their Hann window, all having duration $N$. b) Asymmetric window functions, where the analysis window has duration $N$ and is weighted towards the right, while the synthesis window has duration $2M < N$, and shares its right edge with the underlying frame. The resulting product of the analysis and synthesis windows is a Hann window of size $2M$ that also shares its right edge with the underlying frame.](image)

For a given frame size $N$, the asymmetric analysis and synthesis windows are designed such that their point-wise product is a Hann window of size $2M < N$. This Hann window shares its right edge with the underlying frame, and can be made to be much shorter than the frame itself by choosing $2M \ll N$, as depicted in Figure 1. The analysis window $h_A$ and the synthesis window $h_S$ are defined mathematically as,

$$h_A[n] = \begin{cases} \sqrt{H_{2}(N-M)[n]} & 0 \leq n < N-M \\ \sqrt{H_{2M}[n-(N-2M)]} & N-M \leq n < N \\ 0 & \text{otherwise} \end{cases}$$

$$h_S[n] = \begin{cases} \sqrt{H_{2}(N-M)[n]} & N-2M \leq n < N-M \\ \sqrt{H_{2M}[n-(N-2M)]} & N-M \leq n < N \\ 0 & \text{otherwise} \end{cases}$$

These window functions are constructed in two parts with respect to the center of the analysis-synthesis product Hann window, i.e. $N-M$. To the right of $N-M$, both analysis and synthesis windows consist of the right half of a square root Hann window of size $2M$. To the left, the analysis window consists of the left half of a Hann window of size $N-M$, while
the synthesis window is defined as the ratio of the analysis window and the product Hann window, limited to the range $N/2M \leq n < N-M$.

In Figure 2, we compare the traditional STFT windowing method using square root Hann windows with the asymmetric STFT windowing presented above. The analysis window size is $N$ in both cases, and the asymmetric synthesis window size is set to $N/4$, i.e. with $M=N/8$. In both cases, the window overlap is 50% of the synthesis window, such that perfect reconstruction (PR) is achieved. We note that retaining the relative synthesis window overlap while decreasing the synthesis window size results in a significant increase in the number of windows required for the overlap-add windowing process, thus increasing the computational load. We also note that this approach increases the start-up latency of the STFT, though this may mitigated by simply pre-padding the signal with zeros.

![Figure 2: Comparison of analysis and synthesis processes for (a) symmetric and (b) asymmetric windowing functions, given a synthesis window overlap of 50%. For the analysis stage (left), the input signal and time-shifted analysis window functions are shown in black, with the resulting windowed frames shown in blue. For synthesis stage (right), the time-shifted synthesis window functions shown in black, the reconstructed frames are shown in gray, and the resulting windowed frames used for overlap-add resynthesis are overlaid in blue. The overlap-add result is then shown below in black, with the normalized overlapped sum of the analysis-synthesis window products in red.](image)

4. Experiments

In this section, we first compare the effect of latency reduction using the symmetric and asymmetric windowing methods on the learned NMF dictionary atoms, followed by the effect on GCC-NMF speech enhancement quality. We then study the empirical processing time requirements of GCC-NMF for a variety of hardware platforms, to determine the conditions under which the proposed low-latency system may be run in real-time on currently available hardware.

We reuse here the data and evaluation metrics as presented in the development of the real-time GCC-NMF speech enhancement algorithm [2]. Unsupervised training data consists of a small subset of the speech and noise signals from the ChiME challenge [20], taken as 4096 randomly chosen frames divided equally between speech and noise signals from a single microphone. Evaluation data consists of the two-channel mixtures of speech and real-world noise from the SiSEC speech enhancement challenge [21], where the microphones are separated by 8.6 cm, though as previously, GCC-NMF has been tested for microphone separations ranging from 5 cm to 1 m [1]. Both datasets are sampled at 16 kHz. Speech enhancement quality is quantified with the Perceptual Evaluation methods for Audio Source Separation (PEASS) toolkit [22], designed to better correlate with subjective assessments than the traditional SNR-based metrics. PEASS metrics consist of four scores quantifying the overall enhancement quality, target fidelity, interference suppression, and lack of perceptual artifacts, where higher scores are better for all measures. Future work will include a wider range of evaluations metrics including measures of speech intelligibility, STOI [23] and ESTOI [24]. The default NMF dictionary size for the experiments that follow is 1024, while the default STFT synthesis window overlap is 75%.

4.1. Effect on NMF dictionary atoms

As described in Section 3.1, the inherent latency of the real-time GCC-NMF speech enhancement algorithm using traditional symmetric STFT windowing may be reduced by simply reducing the STFT frame size $N$. An undesired consequence of this approach, however, is a reduction spectral resolution, as decreasing the STFT frame size results in increasingly wideband spectrograms. In Figure 3a), we depict example NMF dictionary atoms learned for varying symmetric STFT window size, noting that as the window size is decreased, dictionary atoms become increasing wideband, and the spectral details captured with longer duration windows are lost.

![Figure 3: Example NMF dictionary atoms learned for varying STFT synthesis window size for (a) symmetric windowing and (b) asymmetric windowing. For each window size, a subset of 16 randomly chosen dictionary atoms are shown from a total of 1024. For symmetric windowing, the analysis window length decreases with the synthesis window; while for asymmetric windowing, the analysis window size remains fixed at 64 ms, with only its shape changing as a function of synthesis window size.](image)

Contrary to the traditional windowing approach, asymmetric windowing allows us to retain the long-duration analysis
windows while decreasing the synthesis window size. As the synthesis window size $2M$ is reduced, the analysis window size remains fixed at the frame size $N$ with its shape increasingly weighted towards the future, as we showed in Figure 1b). In Figure 3b), we present example NMF atoms learned using the asymmetric window approach for varying synthesis window size, where the learned NMF atoms are shown to retain spectral detail, regardless of synthesis window size. As identical training data and random seed is used in all cases, the resulting atoms remain very similar across synthesis window sizes, with only subtle differences in the learned dictionary atoms resulting from the different analysis window shapes.

4.2. Effect on speech enhancement quality

In Figure 4a), we present the PEASS scores on the SiSEC speech enhancement dataset as a function of STFT window size for the symmetric windowing case. We first note that the overall enhancement performance decreases with decreasing window size, with a significant drop in performance for window sizes less than 8 ms. This is likely due to a decreased separability of speech and noise sources with the wideband NMF atoms shown above, resulting in decreased quality of the resulting GCC-NMF speech enhancement. We also note a drastic trade-off between interference suppression and lack of artifacts, where smaller window sizes result in increased interference suppression at the cost of significant artifacts.

![Figure 4: Effect of STFT synthesis window size on GCC-NMF speech enhancement performance for a) symmetric windowing and b) asymmetric windowing with a fixed analysis window of 64 ms. The PEASS scores correspond to objective measures of overall enhancement quality, target fidelity, interference suppression, and lack of artifacts, where higher scores are better in all cases.](image)

In Figure 4b), we present the effect of latency on PEASS scores for the SiSEC dataset for the asymmetric windowing approach. The analysis window here is kept fixed at 1024 samples at 16 kHz (64 ms), while the synthesis window size is varied from 512 to 32 samples (32 to 2 ms), with an overlap of 75% of the synthesis window used in each case. We note that the overall PEASS score remains relatively constant for varying synthesis window size, with only a slight reduction for synthesis windows as short as 2 ms. We also note the same trade-off between interference suppression and lack of artifacts as with symmetric windowing, though it is much more tempered for the asymmetric windowing approach. Finally, we note that the target fidelity is consistently higher for the asymmetric windowing case, and remains relatively constant for varying synthesis window size. These results demonstrate that the proposed asymmetric windowing approach is a viable solution to reduce the latency of real-time GCC-NMF to values well below the threshold required for hearing devices while maintaining the enhancement quality of the higher latency symmetric windowing approach.

4.3. Latency and GCC-NMF processing time

We now proceed to study the computational requirements of the GCC-NMF speech enhancement algorithm with asymmetric windowing to determine the conditions under which it may be executed in real-time. As we saw in Section 3.2, the inherent latency of the asymmetric STFT process is equal to the duration of the synthesis window plus the frame advance. For speech enhancement to be performed in real-time, the system must then process a single frame within the time of a single frame advance. This processing time includes the windowing processes, the forward FFT, the GCC-NMF speech enhancement processing itself, the inverse FFT, and the OLA summation.

In Figure 5a), we present the average measured processing time of the online GCC-NMF enhancement algorithm for a single frame as a function of the NMF dictionary size, for a variety of hardware platforms. We note that the processing time increases approximately linearly with dictionary size, with the slope varying between hardware platforms. On all systems presented, processing times less than 8 ms are possible, provided a small enough dictionary is used, where enhancement performance decreases smoothly with decreasing dictionary size as we have shown previously [2].

In Figure 5b), we depict the relationship between system latency and available processing time for a single frame, as a function of synthesis window size and overlap. Decreasing either the synthesis window size or the frame advance decreases the system latency at a cost of decreased available processing time. We may combine this information with Figure 5a) to determine, for a given hardware system and dictionary size, the available synthesis window size and overlap values (and resulting latencies), in order for the system to run in real-time. All systems prove fast enough for a synthesis window size of 16 ms with 50% overlap and a dictionary size of 64, resulting in a latency of 24 ms. All systems except the Raspberry Pi may achieve 12 ms latency for small to moderate dictionary sizes, with a window size of 8 ms and 50% overlap. The fastest system (Tesla K40 GPU) can achieve 6 ms latency for dictionaries at least as large as 1024 atoms. These results demonstrate that it is possible to achieve latencies suitable for hearing assistive devices with real-time speech enhancement with GCC-NMF using the asymmetric windowing technique. While these results are promising, the hardware platforms tested remain significantly more powerful than those found in currently available hearing aids. Future work will therefore involve additional implementation optimizations in order to run the system with larger dictionaries on even lower-power devices.

5. Conclusion

We have presented an approach to reducing latency in the real-time GCC-NMF speech enhancement system by incorporating
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**Abstract**

Assistive hearing devices often suffer from a low acceptance by the end user due to poor sound quality. Recently, a novel acoustically transparent hearing device was developed that aims at increasing the acceptance and benefit, also for (near-to) normal-hearing people, by providing better sound quality. The hearing device integrates three microphones and two receivers and can be calibrated in-situ in an attempt to conserve the open-ear sound transmission characteristics of an individual person.

To further improve the quality of acoustic transparency and extend the functionality of the hearing device, we outline the integration of further models and algorithms. Electro-acoustic models of the device can improve adjustment to transparency by providing a better estimate of the pressure at the eardrum with an in-ear microphone. In addition, the multi-microphone device layout allows the development of custom feedback cancellation algorithms by means of a beamformer in order to robustly steer a spatial null towards the hearing device receiver.

1. Introduction

Despite a great improvement in hearing technology in the past decades, the acceptance of assistive hearing devices is still limited, partially due to poor sound quality [1, 2, 3]. This is particularly true for potential first-time users with a mild-to-moderate hearing loss or even (near-to) normal hearing. While they would benefit from features like speech enhancement or amplification in acoustically challenging situations, they are usually not willing to accept a general degradation of the sound quality. Therefore, an important challenge is to develop a device that is acoustically transparent, i.e., that allows hearing comparable to that of the open ear while being capable of providing a desired sound enhancement at the eardrum. These principles can be applied not only to hearing aids, but also to consumer products, e.g., hearables [4, 5].

We recently developed a prototype of an acoustically transparent hearing device that can be individually calibrated aiming to preserve the open-ear sound transmission characteristics of the particular user, even if the ear canal is partially occluded [6]. The used sound equalization approach exploits the microphone positions of a novel vented multi-microphone earpiece, including an in-ear microphone for monitoring the pressure in the ear canal. Acoustical transparency on the perceptual level was verified in a subjective listening experiment [6], and convincing sound quality with the device was observed for normal hearing subjects [7]. Nevertheless, the need for improving transparency in a physical sense was revealed in a recent technical evaluation [8]. Furthermore, other processing stages might interact with the desired goal of acoustic transparency.

After presenting the hardware of the device in Section 2, in this paper we first review the sound equalization approach to achieve acoustic transparency in Section 3, and then present two approaches that aim at improving and completing its functionality towards a full acoustically transparent hearing device. To improve the acoustic transparency feature, a promising approach is to include electro-acoustic models of the device [9]. These models provide an accurate estimate of the sound pressure at the eardrum with an in-ear microphone, which is key to precise sound equalization in a non-occluding fit. Principles and first results comparing the estimated and measured pressure at the eardrum are outlined in Section 4. In addition, the multi-microphone hardware layout facilitates feedback cancellation using a beamformer with a spatial null steered towards the receiver [10, 11, 12] in addition to state-of-the-art adaptive feedback cancellation methods [13]. The principle is briefly introduced and potential interactions of the null-steering approach with the aim of providing acoustic transparency are evaluated in Section 5. Challenges resulting from integrating all approaches are discussed in Section 6.

2. Hardware

The custom in-the-ear type earpiece with relatively open acoustical properties is depicted in Figure 1. A schematic drawing is shown in Figure 2, together with the filter stages in sound equalization (see Section 3) and feedback cancellation (see Section 5), as well as references to the electro-acoustic model (see Section 4).

All electronic components are removably fitted into an individual silicone earmould that fills the concha bottom. In total, the device contains 3 microphones and 2 receivers. Two microphones (Type Knowles GA-38) and two balanced armature receivers are located in an acrylic tube referred to as the core, which is inserted into a bore through to the ear canal. The first microphone is located at the inner face of the core and points towards the eardrum (“in-ear microphone” with output voltage \(y_2\) and pressure \(p_2\)) and serves to monitor the sound pressure in the ear canal. The second microphone is located at the outer face of the core and points outwards (“entrance microphone”, with output voltage \(y_2\) and pressure \(p_2\)). The third microphone...
Figure 1: Assembled earpiece, from [6]. 3 microphones and 2 receivers are fitted into an individual silicone earmould.

("concha microphone", Type Knowles FG-23329, with output voltage $y_3$ and pressure $p_3$) is placed in the back of the concha by flush insertion into a hole. The two independent receivers are positioned next to the microphones at both ends of the core, but both pointing towards the eardrum. The inner one is a tweeter (Knowles WBFK-30019, with input voltage $u_1$) and the outer one a woofer (Knowles FK-26768, with input voltage $u_2$). Note that although included in the electro-acoustic model, the woofer is not currently used in operation, i.e., it is not considered in sound equalization and feedback cancellation, which is indicated by a dashed line in Figure 2. The hearing device is connected to a PC for real-time signal processing via a soundcard and a custom supply and amplifier box.

The residual space in the core between the microphones and receivers forms a vent, to increase wearing comfort by ventilation and reduction of the occlusion effect [14, 15]. This also implies that sounds below 1 kHz reach the eardrum without considerable attenuation, and the frequency response of the receivers is restricted to above ca. 800 Hz [6].

3. Achieving Acoustic Transparency by Individualized Sound Equalization

3.1. Principles

Acoustic transparency is achieved, when the superposition of direct sound leaking through the core and the electro-acoustically reproduced sound at the eardrum is physically or perceptually equal to the pressure that would be present with an open ear. Achieving acoustic transparency can be separated into two problems: First, the pressure at the eardrum with an open ear has to be estimated based on the available microphone signals to compute the so-called target pressure. Second, the device has to be adjusted such that the target pressure is generated at the eardrum of the individual subject when the device is in the ear, i.e., sound equalization is performed.

In [6], the target pressure was defined as the pressure at the concha microphone, multiplied with an appropriate frequency-dependent gain function. This strategy is justified by observations from spatial audio technology showing that the relative transfer function between a recording point near the (blocked) ear canal entrance and the eardrum of an open ear is not direction-dependent [16]. Thus, the concha microphone approximately contains the direction-dependent portion of the transfer function to the eardrum, and the optimal gain function is the relative transfer function between the concha microphone location and the eardrum in the individual ear. In [6], a flat gain function was used, with the extension that the direct sound leaking through the individual core is considered.

To achieve sound equalization to the target pressure, the filter $G$ of the hearing device is adjusted in a calibration routine conducted in-situ, i.e., when the device is inserted into the ear. The concha microphone is used to pick up external sound. Assuming that the pressure at the eardrum and the in-ear microphone are similar, the pressure at the eardrum generated by the external sound source and the active device is estimated using the in-ear microphone. Based on the observed deviation from the target pressure, the filter $G$ is adapted until convergence is achieved.

3.2. Current limits and possible extensions

In psychoacoustic experiments with normal-hearing subjects, satisfactory results in terms of acoustic transparency on the perceptual level were observed [6, 7]. However, physical evaluations still reveal some deficits with the current sound equalization approach. Figure 3 shows measurements of the Real-Ear Insertion Gain (REIG) of the transparent hearing device prototype as presented in [6]. The REIG is the difference between the sound pressure at the eardrum measured when the device is inserted and with an open ear. Acoustic transparency on a physical level is achieved if the REIG is 0 dB across all frequencies. The measurements were conducted in a free-field environment in both ears of 12 subjects, and include 3 incident directions in the horizontal plane (azimuth $\theta = 0^\circ, 90^\circ, -135^\circ$).

The measured REIGs deviate from 0 dB, particularly for
frequencies above 2 kHz. The error is notably different between subjects and incidence directions, and the variation increases with frequency. This result shows that there is room for improvement in acoustic transparency, which may be tackled with various approaches.

Most of the observed error in the REIG can be explained by two factors: errors in the estimation of the target pressure, and inaccuracies in the sound equalization due to incorrect estimation of the pressure at the eardrum. To estimate the pressure at the eardrum, in [6] the pressure at the in-ear microphone was used, which in most cases introduces an individual estimation error of up to ±20 dB, which is highly variable across frequencies [8]. Thus, the sound equalization error could be reduced if a better estimate of the pressure at the eardrum were available. Electro-acoustic modeling approaches can be used for this purpose, which are treated in Section 4.

In addition, the occurrence of acoustic feedback due to the acoustic coupling between the receiver and the concha microphone has been neglected so far. While this is possible when only the concha microphone is utilized for sound pickup and the applicable gain is limited, appropriate feedback management is a prerequisite when larger amplification than for acoustic transparency is required, or when both external microphones are used for sound pickup, e.g., when implementing a directional microphone. Feedback cancellation techniques tailored to the custom hardware layout are reviewed in Section 5, where possible interactions with acoustic transparency are examined.

4. Electro-Acoustic Model

In our previous work [9], we proposed an electro-acoustic model, which serves to better understand the underlying physical principles of sound transmission in the hearing device, and to estimate quantities at locations where they cannot be directly measured, e.g., the sound pressure at the eardrum. The current focus is to predict the sound pressure at the eardrum $p_d$ in vivo, based on measurements using the microphones of the hearing device only.

The model is made up of lumped elements and two-port networks, as depicted in Figure 2. The middle part is the core, which can be regarded as fixed over individual subjects. On the other hand, both terminations, i.e., the external sound field and the residual ear canal, are individual to every ear. The complete model cannot be determined in one step, but is built up in a series of measurements and calculations that are described in the following.

4.1. Model of the Core

First, the model of the core is obtained. It consists of:

- two microphones, characterized by their sensitivity measured prior to assembling the core, each converting its output voltage signal $y_m$ to the corresponding pressure $p_m$.
- two receivers, which are modeled as ideal volume velocity sources, delivering the flux $q_m$. This source parameter was also measured prior to assembling the core, according to the technique described by [17].
- the vent, represented by three acoustic transmission lines modeled as two-port networks $A_{1,2,3}$ according to [18]. The three parameters of each transmission line (length, radius and a loss factor) need to be fitted by referring to acoustic measurements. The microphones and receivers are coupled into the vent at locations depicted in Figure 2.

To fit the free parameters of the transmission lines, the assembled core was coupled to a training setup with known termination impedances, and all four transfer functions between the two receivers and microphones 1 and 2 were measured. The medial termination was an IEC711 coupler, while at the lateral end the core was mounted in a baffle. The optimal parameters of the two-port networks were found by minimizing the differences between the measured and modeled transfer functions. Good agreement and computational effectiveness could be achieved with the Nelder-Mead-Simplex [19] algorithm, where the parameter values were constrained to realistic boundaries.

4.2. Model of the Individual Ear

In a second step, a model of the individual ear is estimated. It contains both terminations of the core, as shown in Figure 2. The external sound field (outer termination of the core) is characterized by the radiation impedance $Z_{rad}$, which can be further split into the transfer impedance $Z_{i23}$ between the outer core end and the concha microphone, and a remaining impedance $Z_{rad} - Z_{gpt}$. $Z_{rad}$ is approximated by the physical model of a piston in baffle. The model of the individual ear canal $E$ (medial termination of the core) is individualized based on measurements in the ear of a subject. It is composed of four cascaded acoustic transmission lines with four radii and one total length as parameters, and two parallel load impedances $Z_l$ and $Z_{l,residual}$ located medially (across them $p_d$ is produced), $Z_l$ is a purely resistive frequency-independent load to represent losses, $Z_{l,residual}$ is complex valued and frequency dependent.

Assuming the core model and the outer termination are known and using the transfer function measurements from any of the two receivers to the in-ear microphone, the acoustic impedance $Z_{ac}$ at the point of $p_1$ (i.e., the in-ear microphone) in the direction towards the ear canal can be calculated. Then, the parameters of the individual ear canal model $E$ are fitted by minimizing both level and phase differences between measured and modeled impedances $Z_{meas}$, summed across the frequencies from approximately 1 to 15 kHz. Again, the Nelder-Mead-Simplex algorithm was applied with realistic boundaries. Since it was observed that results depended on initial values, 500 random initial values were used and the lowest cost result taken.

Several studies (e.g., [20, 21]) have shown that $Z_{ac}$ - or the reflectance derived from it - can be used to estimate an ear canal model $E$ and ultimately predict the sound pressure at the eardrum $p_d$. 

---

**Figure 3:** Real-Ear Insertion Gain (REIG) after 1/6 octave smoothing measured with the hearing device prototype as presented in [6]. The data includes measurements in both ears of 12 subjects, with 3 incident directions in the horizontal plane.
4.3. Evaluation

The individual ear canal model $E$ and the predicted pressure at the eardrum $p_d$ were evaluated by means of probe tube measurements in 12 subjects.

The differences between the model predictions and the measurements of $p_d$ created by the woofer are shown in Figure 4. Below 6 kHz, the agreement in both magnitude and phase is very good. However, for higher frequencies, the differences increase. It should be noted that in this frequency range the probe tube measurements are more likely to be corrupted by errors, as the tube had to be in place together with the earmold which made visual inspection of its position impossible. Furthermore, around 8 kHz the core has a low source impedance, i.e., the impedance at the point where $p_d$ is measured towards the lateral direction is low compared to typical ear canal impedances $Z_{ec}$. This reduced measurement accuracy may additionally lead to deviations between the estimated and measured sound pressure.

5. Feedback Cancellation

Acoustic feedback occurs when a signal is picked up by a microphone, amplified, played back by a receiver and picked up again by the microphone, creating a closed-loop system. In hearing devices, adaptive feedback cancellation (AFC) is typically used to reduce the detrimental effect of acoustic feedback, which is most often perceived as howling or whistling. In AFC, an adaptive filter is used to estimate the acoustic feedback path between the hearing device receiver and the microphone, theoretically allowing for perfect feedback cancellation [22]. However, due to the closed-loop electro-acoustic system, the estimate of the acoustic feedback path is generally biased [23, 24].

Several algorithms have been proposed with the aim of reducing this bias, where the so-called prediction-error-method [24] seems most promising. While an AFC algorithm can be applied for any hardware layout, the considered multi-microphone setup (cf. Figure 2) additionally allows for the use of multi-microphone feedback cancellation approaches. This includes a fixed null-steering beamformer that exploits the spatial diversity of the microphones to steer a spatial null towards the position of the hearing device receiver. Note that only the inner receiver of the device is considered here.

Several optimization approaches for calculating the null-steering beamformer coefficients have been proposed, including a robust least-squares design [10, 11] and a robust min-max design [12] aiming at directly maximizing the maximum stable gain of the hearing device, i.e., the gain before the closed-loop system becomes unstable. Furthermore, the benefit of combining a fixed null-steering beamformer and an AFC algorithm based on the prediction-error-method to cancel residual feedback has recently been shown [13]. However, in none of the presented null-steering beamformer optimization approaches [10, 11, 12], the preservation of the pickup microphone directional response that is required for achieving acoustic transparency has been taken into account. This implies that the null-steering beamformer may alter spectral directional cues and bias spatial perception, e.g., sound localization. Therefore, after briefly introducing the optimization procedure, in the following we analyze the directional response of the fixed null-steering beamformer.

We assume time-invariance of the acoustic feedback paths $H_m(k) = H_m$, $m = 1, \ldots, M$ between the receiver and the $m$th microphone. Assuming the availability of $I$ measurements of the acoustic feedback paths (e.g., obtained by prior measurement), the coefficients of the null-steering beamformer $\mathbf{B}$ are obtained by minimizing the following least-squares cost-function [11]

$$J_{LS}(\mathbf{b}) = \sum_{i=1}^{I} \| (\mathbf{H}^{(i)})^T \mathbf{b} \|^2_2,$$

where $\mathbf{b}$ is the $ML_B$-dimensional vector of the beamformer coefficients and $\mathbf{H}^{(i)}$ is the $ML_B \times (L_B + L_H - 1)$-dimensional matrix of concatenated convolution matrices of the acoustic feedback paths from the $i$th measurement, $i = 1, \ldots, I$, with $L_B$ the number of beamformer coefficients for each microphone and $L_H$ the length of the acoustic feedback path. To prevent the trivial solution of $\mathbf{b} = 0$, the beamformer coefficients in a reference microphone $m_0$ are constrained to correspond to a delay of $L_d$ samples, i.e.,

$$\mathbf{b}_{m_0} = [0 \ldots 0 1 0 \ldots 0]^T.$$

Figure 5: Directional response of the beamformer output relative to the directional response of the entrance microphone ($m = 2$) as a function of the azimuth $\theta$. 
To obtain the beamformer coefficients, we first measured the acoustic feedback paths of the hearing device in the left ear of a dummy head with adjustable ear canals [25], both in free-field and with a hand very close to the ear, using a sampling rate of 32 kHz. The beamformer coefficients were then computed by minimizing (1) subject to the constraint in (2) for $M = 3$ microphones (in-ear, entrance and concha microphone), $L_B = 32$, $m_0 = 2$ (entrance microphone), $L_d = 16$ and $I = 2$. The resulting added stable gain, i.e., the increase in gain margin compared to using only the entrance microphone ($m = 2$), was $18.3\text{ dB and} 22.6\text{ dB}$ for the free-field condition and the hand condition, respectively.

To compute the directional response of the null-steering beamformer for an incoming signal, the acoustic transfer functions to the microphones $D(\theta_j)$, $j = 1, \ldots, J$ were measured for $J = 24$ equidistantly spaced angles $\theta_j$ surrounding the dummy head at a distance of approximately $2.5\text{ m}$ in the horizontal plane. Figure 5 shows the directional response of the beamformer $\hat{D}(\theta_j) = B^T D(\theta_j)$ for multiple frequencies relative to the directivity $D_2(\theta_j)$ of the entrance microphone. Ideally, the relative directional response would be equal to $0\text{ dB}$ for all frequencies and incidence angles. However, the response is different from $0\text{ dB}$ for most of the considered frequencies and directions. Nevertheless, for most frequencies and incident angles the null-steering beamformer alters the directivity only by approximately $\pm 4\text{ dB}$.

6. Discussion and Summary

The principles of an acoustically transparent hearing device presented in [6] and physical evaluation results have been reviewed in Section 3, and possible extensions towards improving and extending its functionality have been presented in Sections 4 and 5. While the good performance of electro-acoustic modeling and customized feedback cancellation for the hearing device has been demonstrated for these approaches individually, a next challenge is the integration of the two approaches with the transparency feature of the hearing device in real-time operation.

Unbiased estimation of the pressure at the eardrum can improve acoustic transparency by improving sound equalization to a target pressure at the eardrum. The electro-acoustic model presented in Section 4 is able to predict the pressure at the eardrum that is generated by the hearing device receiver accurately up to approximately $6$–$7\text{ kHz}$ in magnitude and phase. However, when estimating the sound pressure at the eardrum in normal operation, the superposition with the direct sound leaking through the vent needs to be considered. Since the model is in principle also able to predict the pressure generated by the receiver at the in-ear microphone, this predicted pressure can be subtracted from the observed pressure at the in-ear microphone to obtain an estimate of the direct sound only. The pressure at the eardrum generated by the direct sound alone can then also be predicted. It should be noted that for integrating the electro-acoustic model with the acoustically transparent hearing device, it is sufficient to extract all relevant transfer functions from the model after calibration measurements.

Although the null-steering beamformer presented and evaluated in Section 5 yields impressive results in terms of feedback cancellation, it was also noted that it introduces a direction-dependent bias compared to the reference microphone. Spectral directional cues contained in the reference microphone signal are thus altered, which may introduce perceptual errors regarding spatial hearing or other undesired artifacts. However, the deviations are in the range of about $\pm 4\text{ dB}$, and their perceptual relevance is not yet clear. Another issue is the delay of $L_d$ samples introduced by the beamformer, which should be considered when designing the equalization filter $G$. In principle, this can be achieved by performing the in-situ calibration [6] with the beamformer output as hearing device input signal.

The electro-acoustic models of the individual ear, as well as the null-steering beamformer require knowledge of the transfer functions between the hearing device receivers and microphones. They can be measured in-situ in the individual ear using only the device as part of calibration measurements, which are also necessary to achieve transparency [6]. Gathering these data is therefore no practical obstacle to integrating the electro-acoustic model and the null-steering beamformer into a future version of the prototype.

In conclusion, there seem to be no principal problems hindering the integration of electro-acoustic models and customized feedback cancellation methods into our prototype hearing device. Both are promising approaches to improving the sound equalization to achieve acoustic transparency in our prototype hearing device, as well as increasing its functionality in more realistic application scenarios with higher gain settings and more than one pickup microphone in each side. Future work will hence focus on the implementation of the presented approaches to construct an improved version of our acoustically transparent hearing device.
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Abstract
Statistic parametric speech synthesis (SPSS) systems [1] are being widely researched in the field of speech processing. We present in this paper a speech synthesis method for people with hearing loss. Because of their disorders, their prosody is often unstable and their speech rate, pitch, and spectrum differ from those of physically unimpaired persons, which causes their speech to be less intelligible and, consequently, makes communication with physically unimpaired persons difficult. In order to deal with these problems, this paper describes an approach that makes use of a novel combination of deep neural networks (DNN)-based text-to-speech synthesis using the DNNs of a physically unimpaired person and a person with hearing loss, while preserving the individuality of a person with hearing loss. Through experimental evaluations, we have confirmed that the proposed method successfully synthesizes an intelligible speech signal from a hard-to-understand signal while preserving the target speaker’s individuality.

Index Terms: hearing disorders, speech synthesis system, deep neural networks, assistive technologies

1. Introduction
In this paper, we focus on, as one assistive technology for a person with hearing loss, a speech synthesis system that assists persons in their speech communication. Their speech style may be different from those of persons without hearing loss and the utterances may be less intelligible due to hearing loss. It sometimes makes verbal communication with other people difficult.

A DNN-based speech synthesis system [2], [3], [4] is a text-to-speech (TTS) system that can generate signals from input text data. A TTS system may be useful for persons with hearing loss because the synthesized speech signal may become more intelligible by adjusting the utterance duration, pitch, and spectrum.

In this paper, we propose a DNN-based speech synthesis method for a person with hearing loss. To generate an intelligible synthesized speech signal while preserving the speaker’s individuality, we use speech data from both a person with hearing loss and a physically unimpaired person. Because the speech rate of a person with hearing loss may be unstable, the duration model of a person with hearing loss is modified using the DNNs of a physically unimpaired person to stabilize the speech rate. In addition, the F₀ patterns of a person with hearing loss are often unstable. To solve this problem, in the synthesis step, the F₀ features predicted from the networks of a physically unimpaired person are used as the input of the networks of a person with hearing loss after being converted to the average F₀ of the hearing loss person using a linear transformation.

As for the spectral problem associated with a person with hearing loss, the consonant parts of utterances are sometimes unclear or unstable. To resolve the consonant problem, we generate the spectrum for some consonants from the acoustic model of a physically unimpaired person and the vowel spectrum from the acoustic model of a person with hearing loss in order to preserve the speaker’s individuality.

The rest of this paper is organized as follows; In Section 2, an introduction to related work about assistive technology is presented. In Section 3, a speech synthesis system using deep neural networks is presented. Section 4 presents the proposed speech synthesis system for a person with a hearing disorder. In Section 5, in order to confirm the effectiveness of our method, the experimental data are evaluated. Finally, the conclusions are drawn in Section 6.

2. Related Works
To assist people with articulation disorders, a number of assistive technologies using information processing have been proposed. As one of the techniques used for statistic parametric speech synthesis, the Hidden Markov model (HMM)-based TTS approach [5], has been studied for a long time and a number of assistive technologies using a HMM-based TTS system have been proposed; for example, Veaux used HMM-based speech synthesis to reconstruct the voice of individuals with degenerative speech disorders resulting form Amyotrophic Lateral Sclerosis (ALS) [6]. They have proposed a reconstruction method for degenerative speech disorders using an HMM sound synthesis system. In this method, the subject’s utterances were used to adapt an average voice model pre-trained on many speakers. Creer also adapted the average voice model of multiple speakers to severe dysarthria data [7], and Khan used such an adaptation method on a laryngectomy patient’s data [8]. The authors of this paper also proposed a HMM-based TTS system for people with articulation disorders [9].

Recently, deep learning has had success in speech synthesis in regard to naturalness and sound quality compared with hidden Markov models [1]. Deep neural networks contain many layers of nonlinear hidden units and represent a mapping function from linguistic features to acoustic features. In the field of speech processing technology, speech recognition (lip reading using deep learning) has also had success [10].

Recently, to develop sound quality and naturalness, the architectures of the DNN have been improved; for example, using long-short-term-memory to take the continuity of speech into account [11], and using i-vectors to adapt the average voice model of multiple speakers [12]. In the adaptation task, a small amount of speech data is required to create synthesized speech because it is difficult for a person with an articulation disorder to say many sentences.

In this paper, we employ trajectory training [3] to train DNN. Trajectory training is regarded as a successful method
and has been widely used in recent years for various tasks.

3. DNN-based Speech Synthesis

Fig. 1 shows the overview of the basic approach to text-to-speech (TTS) synthesis based on deep neural networks. The figure shows the synthesis parts of a DNN-based TTS system. In the training part of networks, inputs, the linguistic features extracted from an input text-by-text analysis, are mapped to the output acoustic features (spectral, F0, and aperiodicity) using back propagation. In the synthesis part, the linguistic features are mapped to the output acoustic features using forward propagation. In the parameter generation part, the output acoustic parameters including static, delta, and acceleration parameters are generated into smooth parameter trajectories using the speech parameter generation algorithm [13]. In the waveform synthesis part, a vocoder, such as STRAIGHT [14] or WORLD [15], is used to synthesize speech signals from the smooth parameter trajectories. State duration densities are modeled by the method used in HMM-based speech synthesis systems [16] to control rhythm and tempo, where state durations of each phoneme HMM are modeled by a multi-dimensional Gaussian distribution.

DNN-based speech synthesis comprises the training part and the synthesis part. Acoustic features consist of \(D\)-dimensional static features \(c_t = [c_t(1), c_t(2), ..., c_t(D)]\) and corresponding dynamic features \(\Delta c_t\) and \(\Delta^2 c_t\), written as

\[
o_t = [c_t^T, \Delta c_t^T, \Delta^2 c_t^T]^T
\]

Dynamic features are computed from the sequence of static features. The sequence of acoustic features \(o = [o_1^T, o_2^T, ..., o_T^T]\) can be calculated from the sequence of static features \(c = [c_1^T, c_2^T, ..., c_T^T]\) by

\[
o = Wc
\]

where \(T\) is the number of frames included in the sequence and \(W\) is a matrix used to extend static features \(c\) to acoustic features \(o\) [13].

In the training part, the input text is analyzed and transformed into labels, which contain linguistic contexts. The networks learn the complex mapping function from linguistic features \(x_t\) to acoustic features \(o_t\), where the frame-level mean square errors between the predicted acoustic features \(\hat{o}_t\) and the observed acoustic features \(o_t\) are minimized using the back-propagation algorithm.

In the synthesis part, output features include static, delta, and acceleration features. To generate the smooth parameter trajectories, the maximum likelihood parameter generation (MLPG) algorithm [17] is used to take the dynamic features as constraints. The smooth parameter trajectory \(\hat{c}\) is given by

\[
\hat{c} = \arg \max_{c} P(o|\lambda) = \arg \max_{c} \mathcal{N}(Wc|\mu, \Sigma) = \hat{c}
\]

where \(\lambda\) is the model parameter and \(\mathcal{N}(\mu, \Sigma)\) denotes the Gaussian distribution with mean vectors \(\mu\) and covariance matrix \(\Sigma\). The smooth parameter trajectories calculated by the MLPG algorithm can be written by (4).

\[
\hat{c} = (W^T \Sigma^{-1} W)^{-1} W^T \Sigma^{-1} \mu
\]

In the synthesis part, \(\mu\) is the frame obtained by performing a forward propagation and \(\Sigma\) is computed from the training data. We can reconstruct the speech waveform from the smooth parameter trajectory \(\hat{c}\) by using a vocoder.

3.1. Trajectory training

To take the interaction between the static and dynamic features into account, the trajectory training minimizes the utterance-level trajectory error than the frame-level error [3]. This training criterion is called the minimum generation error (MGE). The Euclidean distance between the predicted trajectory \(\hat{c}\) (calculated by MLPG) and the observed static trajectory is called the trajectory error. The objective function is written as

\[
L = (\hat{c} - c)^T (\hat{c} - c) = (\hat{R} o - c)^T (\hat{R} o - c)
\]

where

\[
\hat{R} = (W^T \Sigma^{-1} W)^{-1} W^T \Sigma^{-1}
\]

Mean-variance normalization is performed to \(\hat{c}\) and \(c\) before calculating the trajectory error. The mean and variance values are calculated from the training data in advance. The parameters of DNN are trained by back-propagation using gradient, as is the case with conventional frame-level training.

4. DNN-based Speech Synthesis for a Person with Hearing Loss

In our method, the voice of two people, a person with hearing loss and a physically unimpaired person, are used to generate a more intelligible synthesized speech signal that preserves the individuality of the person with hearing loss. Fig. 2 shows the original spectrograms for the word “/r/ /i/ /cl/ /sh/ /u/ /N/” “/l/ /i/ /cl/ /sh/ /u/ /IN/” of a physically unimpaired person and a person with hearing loss.

As shown in Fig. 2, the high-frequency spectral power of a person with hearing loss is weaker compared to that of a physically unimpaired person. In addition, the duration of a person with hearing loss is unstable that some phones (ex: “/cl/” and “/sh/) are too long compared to other phones although the speech length is almost the same as that of a physically unimpaired person. This may be one of the reasons behind the un-tellibility. Therefore, in our method, a more intelligible synthesized speech signal that preserves the speaker’s individuality is generated by using the features of both a person with hearing loss and a physically unimpaired person.

4.1. F0 model modification

Fig. 3 shows the overview of the approach to F0 modification. As the F0 patterns of a person with hearing loss are often unstable, we modify it using the F0 features of a physically unimpaired person.
In the training part, first, DNNs of a physically unimpaired person and a person with hearing loss are trained independent of each other. For the DNNs of a physically unimpaired person, the input is the linguistic features and the output is the spectral, aperiodicity, and $F_0$ features of a physically unimpaired person. For the DNNs of a person with hearing loss, the input is the linguistic features and the $F_0$ features (static, delta, and acceleration) and the output is spectral features and aperiodicity features of a person with hearing loss.

As shown in Fig. 3, in the synthesis part, first, linguistic features are mapped to the spectral, aperiodicity, and $F_0$ features using the DNNs of a physically unimpaired person. The output $F_0$ features of a physically unimpaired person are converted to those of a person with hearing loss by using the linear transformation in Eq. (7) and then, they are used as the input for networks of a person with hearing loss.

$$\hat{w}_t = \frac{\sigma_w}{\sigma_{w'}} (w_t - \mu_{w'}(F_0)) + \mu_w(F_0)$$  \hspace{1cm} (7)

where $w_t$ represents a log-scaled $F_0$ of a physically unimpaired person at the frame $t$, $\mu_w(F_0)$ and $\sigma_w$ represent the mean and standard deviation of $w_t$, respectively. $\mu_{w'}(F_0)$ and $\sigma_{w'}$ represent the mean and standard deviation of log-scaled $F_0$ of a person with hearing loss, respectively.

4.2. Duration model modification

The speech rhythm and tempo of a person with hearing loss differ from those of physically unimpaired persons, and this causes their speech to be less intelligible. To solve this problem, the speech rhythm and tempo of a physically unimpaired person are used in the synthesis part. However, as the average speech rate contains rich speaker individuality, the average speech rate of the synthesized speech signal is fit to that of a person with hearing loss. To implement these ideas, the duration model is modified as follows:

$$y_i = t_i - \mu_{\text{Dur}}(D_{\text{ur}}) + \mu_{\text{Dur}}(D_{\text{ur}})$$  \hspace{1cm} (8)

$$\mu_{\text{Dur}}(D_{\text{ur}}) = \frac{\sum_{i=1}^{I} t_i}{I}$$  \hspace{1cm} (9)

$$\mu_{\text{Dur}}(D_{\text{ur}}) = \frac{\sum_{i=1}^{I} \mu_{x_i}}{I}$$  \hspace{1cm} (10)

In Eq. (8), $t_i$ represents the value of the $i$-th node in the duration model of a physically unimpaired person. In Eqs. (9) and (10), $I$ represents the total number of nodes in the model, $u_{t_i}$ represents the mean the value of the $i$-th node in the model of a physically unimpaired person, and $u_{x_i}$ represents the mean the value of the $i$-th node in the model of a person with hearing loss.

5. Experiments

5.1. Experimental conditions

We prepared the training data for two men. One is a physically unimpaired person, and the other is a person with hearing loss. We used 503 sentences from the ATR Japanese database B-set for a physically unimpaired person and we recorded 503 sentences uttered by a person with hearing loss. 450 and 53 utterances were used for training and development, respectively. In addition, we recorded 10 sentences uttered by a person with hearing loss for testing. The speech signal was sampled at 16kHz and the frame shift was 5 msec. Acoustic and prosodic features were extracted using WORLD [15]. As spectral parameters, the 0-th through the 49-th mel-cepstrum coefficients [18], and their dynamic and acceleration coefficients were used. As excitation parameters, log-$F_0$ and 25 band-filtered aperiodicity [19] were used, along with their dynamic and acceleration coefficients.

In order to confirm the effectiveness of our method, four systems were compared.
Figure 4: Preference scores for the listening intelligibility based on subjective evaluations.

- **Conventional**: DNN-based speech synthesis system using trajectory training
- **Prop_Dur**: Conventional + “Duration model of a person with hearing loss was modified in Eq. (8)”
- **Prop_F0**: Conventional + “F0 modification based on section 4.1”
- **Proposed**: Prop_Dur + Prop_F0

In Conventional, input features consisted of 395 features, which comprised 386 binary and 9 numeric features. Binary features were derived from categorical linguistic contexts including quinphone identities, accent type, position of phone, mora, word, and so on. Numeric features include frame position information. Output features consisted of 50 mel-cepstrum coefficients, log-F0, and 25 band-filtered aperiodicity, their deltas and accelerations coefficients, and a voiced/unvoiced value (3 + (50 + 25 + 1) + 1 = 229). Input features were normalized to the range 0.0-1.0 based on min-max and output features were normalized to zero mean and unit variance. To reduce the training cost, silence frames were removed from the training data of a person with hearing loss. The architecture of the networks was 4-hidden-layers, with each hidden layer containing 700 units. The sigmoid activation function was used for hidden layers, and the linear activation function was used for the output layer. In order to complement some consonant parts of a person with hearing loss, the consonants /s, sh, k, t, ts, z, ch/ were replaced by those of a physically unimpaired person.

In order to evaluate the models, we evaluated the listening intelligibility and the speaker similarity by listening to voices recorded and synthesized under the five conditions (original speech, Conventional, Prop_Dur, Prop_F0, Proposed). A total of 9 Japanese speakers took part in the listening test using headphones. For speaker similarity, a DMOS (Degradation Mean Opinion Score) test was performed. In the DMOS test [20], the original speech signal was used as the reference signal and the option score was set to a 5-point scale (5: degradation is inaudible, 4: degradation is audible but not annoying, 3: degradation is slightly annoying, 2: degradation is annoying, 1: degradation is very annoying). For the listening intelligibility, a paired comparison test was carried out, where each subject listened to pairs of speech signals converted by two methods, and then selected which sample was more intelligible.

5.2. Experimental results

Fig. 4 shows the preference score on the listening intelligibility, where the error bar shows a 95% confidence score. As shown in Fig. 4, our proposed method obtained a higher score than the original recorded speech signal, Conventional. Prop_Dur and Prop_F0. The synthesized speech of Conventional is less intelligible than the original recorded speech, but the synthesized speech of Proposed is more intelligible than the original speech signal and Conventional. Also, as shown in Fig. 4 (c) and (d), the modification of both the F0 and duration model will result in synthesizing more intelligible speech signals.

Fig. 5 shows the results of the DMOS testing on speaker similarity, where the error bars show a 95% confidence score. As shown in Fig. 5, the synthesized voice from Conventional
the most similar to the original voice of the person with hearing loss. Also, it was confirmed that the speaker individuality of a person with hearing loss was lost when using features of a physically unimpaired person. The DMOS score of the proposed method was 3.19 (4: degradation is audible but not annoying, 3: degradation is slightly annoying) and this means speaker individuality is slightly annoying but preserved.

Therefore, from Figs. 4 and 5, it is confirmed that our proposed method generates synthesized signals that are intelligible and include the individuality of a person with hearing loss.

6. Conclusions

In this paper we have proposed a text-to-speech synthesis method using deep neural networks for a person with hearing loss. In our method, to generate more intelligible synthesized sounds while preserving the individuality of a person with hearing loss, a novel combination approach of deep neural networks was employed. The F0 features of a person with hearing loss were modified using those of a physically unimpaired person. The duration model of a physically unimpaired person was used to modify the model of a person with hearing loss. In order to complement some consonant parts of a person with hearing loss, the consonant parts were replaced by those of a physically unimpaired person. The experimental results showed that our method was highly effective in improving the listening intelligibility of speech spoken by a person with hearing loss. In future research, we will complement the vowel parts of the spectral parameters in the training part.
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Abstract

Besides noise reduction, an important objective of a binaural speech enhancement algorithm is the preservation of the binaural cues of both the desired speech source as well as the undesired noise in order to preserve the spatial impression of the acoustic scene for the listener. Recently, it has been shown for the binaural MVDR beamformer with partial noise estimation (MVDR-N) that by combining head-mounted hearing devices with an external microphone it is possible to improve the noise reduction performance while achieving the same binaural cue preservation. While the relative positions of the head-mounted microphones can be assumed to be stationary this assumption does not hold for the external microphone, which can change its relative position due to head movements or direct movement of the listener or the external microphone. In this paper, we compare the influence of different methods for estimating the relative transfer functions of the desired speech source between the head-mounted microphones and the external microphone on the noise reduction and binaural cue preservation performance of the binaural MVDR-N beamformer.

Index Terms: binaural cues, noise reduction, external microphone, interaural coherence, relative transfer functions

1. Introduction

Noise reduction algorithms for head-mounted hearing devices (e.g., hearing aids) are crucial to improve speech quality and intelligibility in background noise. Binaural devices, consisting of one or more microphones on each side of the head of the listener, are able to exploit not only spectral but also spatial information on both sides of head [1–3]. Besides noise reduction, preserving the binaural cues of all present sound sources is an important task of a binaural noise reduction algorithm in order to ensure that the listener’s spatial impression is not distorted by the algorithm.

For a single desired speech source, the binaural multichannel Wiener filter (MWF) [2, 4] has been shown to preserve the binaural cues of the desired speech source. However, it typically distorts the binaural cues of the noise, such that the residual noise is perceived as coming from the same direction as the desired speech source which is obviously undesired. As an extension, the binaural MWF with partial noise estimation (MWF-N) has been proposed [2, 4, 5], which aims at preserving the speech component and a scaled version of the noise component in the reference microphones of the left and the right hearing device. It has been shown that the mixing parameter in the binaural MWF-N allows to trade off noise reduction and binaural cue preservation performance of the noise component [4].

In this paper we consider the binaural minimum variance distortionless response (MVDR) beamformer with partial noise estimation (MVDR-N) [2, 4–6], which can be considered as a special case of the binaural MWF-N only performing spatial processing. Recently, the use of one or more external microphones (eMics) in combination with head-mounted hearing devices (HHDs) have been explored [7–13]. It has been shown that using an eMic can increase both noise reduction and binaural cue preservation performance, depending on the position of the eMic [10, 12].

To implement the binaural MVDR beamformer, an estimate of the relative transfer functions (RTFs) of the desired speech source between all microphones and the reference microphones on both HHDs are required. Instead of using reverberant RTFs, one can also use anechoic RTFs. When an estimate of the direction of arrival (DOA) of the desired speech source is available these anechoic RTFs can be easily constructed for the head-mounted microphones, e.g., based on measurements or head models. However, even when the DOA of the desired speech source (relative to head) is known, this cannot be used to compute the (anechoic or reverberant) RTF between the reference microphones and the eMic, since the position of the eMic is not known. Hence, the (anechoic or reverberant) RTF needs to be estimated from the microphone signals.

In this paper, we investigate the influence of three different RTF estimation methods [14–17] on the noise reduction and binaural cue preservation performance of the binaural MVDR-N beamformer for a scenario with one desired speech source surrounded by diffuse multi-talker noise in a reverberant environment. As will be seen, the so-called covariance whitening [14, 15, 17] outperforms the others in terms of noise reduction and binaural cue preservation performance.

2. Configuration and notation

2.1. Signal model

Consider the multiple-input binaural-output (MIBO) system depicted in Fig. 1, consisting of a HHD with $M_L$ microphones on the left side of the head, a HHD with $M_R$ microphones on the right side of the head and an additional eMic, located somewhere else in the room at an unknown position. The $m$-th microphone signal in the left HHD $Y_{L,m}(\omega)$ can be written in the frequency-domain as

$$Y_{L,m}(\omega) = X_{L,m}(\omega) + N_{L,m}(\omega), \quad m = 1, \ldots, M_L,$$

with $X_{L,m}(\omega)$ the speech component and $N_{L,m}(\omega)$ the noise component. The $m$-th microphone signal in the right HHD $Y_{R,m}(\omega)$ can be written similarly. The eMic signal $Y_e(\omega)$ can...
be written as
\[ Y_e(\omega) = X_e(\omega) + N_e(\omega), \]
with \( X_e(\omega) \) the speech component and \( N_e(\omega) \) the noise component in the eMic signal. For conciseness, we will omit the frequency variable \( \omega \) in the remainder of the paper whenever possible. All microphone signals can be stacked in an \( M \)-dimensional vector, with \( M = M_L + M_R + 1 \), as
\[ y = [Y_L,1 \ldots Y_L,M_L, Y_R,1 \ldots Y_R,M_R, Y_s]^T, \]
which can be written as
\[ y = x + n, \]
where the vectors \( x \) and \( n \) are defined similarly as (3).

For a single desired speech source the speech vector \( x \) is given by
\[ x = aS, \]
where the vector \( a \) contains the acoustic transfer functions (ATFs) between the desired speech source and all microphones and \( S \) is the (dry) speech signal. Please note that in the time-domain the vector \( a \) corresponds to the room impulse responses (RIRs) between the desired speech source and all microphones and hence includes reverberation.

Without loss of generality, we define the first microphone of both HHDs as the reference microphones. For ease of notation, the reference microphone signals \( Y_{L,1} \) and \( Y_{R,1} \) are further denoted as \( Y_L \) and \( Y_R \) and can be written as
\[ Y_L = e_L^T y, \quad Y_R = e_R^T y, \]
where \( e_L \) and \( e_R \) denote \( M \)-dimensional zero vectors with \( e_L(1) = 1 \) and \( e_R(M_L + 1) = 1 \). Similarly, the eMic signal can be written as \( Y_e = e_e^T y \), with \( e_e = [0 \ldots 1]^T \).

Using (6), the reference microphone signals can be written as
\[ Y_L = A_L s + N_L, \quad Y_R = A_R s + N_R, \]
where \( A_L = e_L^T a \) and \( A_R = e_R^T a \) denote the ATFs between the reference microphones and the desired speech source. The anechoic ATFs (not including reverberation) are denoted as \( A_L \) and \( A_R \). The RTF vectors for the left and the right HHD, relating the ATF vector \( a \) to the reference microphones [15, 16], are defined as
\[ h_L = a, \quad h_R = a. \]
The speech and noise correlation matrices are given by
\[ R_s = \mathcal{E}\{xx^H\} = \Phi_s a a^H, \]
\[ R_n = \mathcal{E}\{nn^H\}, \]
with \( \mathcal{E}\{ \cdot \} \) the expectation operator, \( ^H \) the conjugate transpose and \( \Phi_s = \mathcal{E}\{ |S|^2 \} \) the power spectral density (PSD) of the speech signal. The noise correlation matrix is assumed to be full rank and hence invertible. By assuming statistical independence between \( x \) and \( n \), the correlation matrix of the microphone signals can be written as
\[ R_y = R_s + R_n. \]

The (binaural) output signals of the left and the right HHD are obtained by filtering all microphone signals, including the external microphone signal, with the complex-valued filter vectors \( w_L \) and \( w_R \), respectively, i.e.,
\[ z_L = w_L^H y, \quad z_R = w_R^H y. \]
3. Binaural noise reduction

In this section we introduce a binaural noise reduction approach that uses all microphones to spatially filter the microphone inputs. The binaural MVDR-N beamformer [2, 4–6] minimizes the output noise PSD while preserving the speech component in the reference microphone signals (and hence the binaural cues of the speech component) and a scaled version of the noise component in the reference microphone signals. The constraint optimization problem for the left filter can be formulated as

\[ \min_{\mathbf{w}_L} \left\{ \mathbf{w}_L^H \mathbf{n} - \eta \mathbf{n}_L^2 \right\} \quad \text{s.t.} \quad \mathbf{w}_L^H \mathbf{a} = A_L. \]  

The solution for the left filter is given by [6, 21]

\[ \mathbf{w}_{0,L} = \frac{(1 - \eta) \mathbf{R}_n^{-1} \mathbf{a}^T \mathbf{a}^T \mathbf{a}}{\eta \mathbf{R}_n^{-1} + (1 - \eta) \mathbf{a}^T \mathbf{a}} - \eta \mathbf{e}_L, \]  

\[ w_{0,L} = (1 - \eta) \frac{\mathbf{R}_n^{-1} \mathbf{a}}{\eta \mathbf{R}_n^{-1} + (1 - \eta) \mathbf{a}^T \mathbf{a}} - \eta \mathbf{e}_L, \]

with \( 0 \leq \eta \leq 1 \) a real-valued mixing parameter. The solution for the right filter is similar to (22) by substituting \( \bar{R} \) for \( L \). Using (22) in (12), the output of the binaural MVDR-N beamformer can be interpreted as a mixture between the binaural MVDR beamformer output (scaled with \( 1 - \eta \)) and the (noisy) reference microphone signal (scaled with \( \eta \)).

For \( \eta = 0 \) the binaural MVDR-N beamformer is equal to the binaural MVDR beamformer \( \mathbf{w}_{0,L} \) [2, 3, 22] and hence preserves the ILD and ITD cues of the desired speech source [4]. However, it has been shown in [6] that for the binaural MVDR beamformer the output noise MSC is equal to 1 and hence the surrounding noise field is perceived as coming from the same direction as the desired speech source. For \( \eta = 1 \) the binaural MVDR-N beamformer output is equal to the reference microphone signals in (6) and hence preserves the binaural cues of both the desired speech source and the noise component, although no noise reduction is achieved. Hence, the binaural MVDR-N beamformer trades off noise reduction against binaural cue preservation of the noise component using the mixing parameter \( \eta \).

Since accurately estimating the ATF vector \( \mathbf{a} \) is known to be difficult [23], several methods for estimating the RTF vectors \( \mathbf{h}_L \) and \( \mathbf{h}_R \) have been proposed [14–17] and hence the usage of (22) is preferred. If all microphone positions are known and a reliable DOA estimation is available, one can also use measured [24] or simulated [25] anechoic RTF vectors. While this is a reasonable (and robust) approach when only using the head-mounted microphones, the exact position of the eMic is usually not known. Hence, at least for the eMic, other methods, e.g., estimated RTFs between the reference microphones and the eMic need to be considered.

Due to robustness, we use anechoic RTFs for the head-mounted microphones (assuming the DOA \( \theta \) to be known) and estimated RTFs only for the eMic, i.e.,

\[ \mathbf{h}_L = \begin{bmatrix} \mathbf{h}_L(\theta) \\ H_{e,L} \end{bmatrix}, \quad \mathbf{h}_R = \begin{bmatrix} \mathbf{h}_R(\theta) \\ H_{e,R} \end{bmatrix}. \]

where \( \mathbf{h}_L(\theta) \) and \( \mathbf{h}_R(\theta) \) denote the \( M_L \)- and \( M_R \)-dimensional anechoic (measured or simulated) RTF vectors which depend on the DOA \( \theta \) for the left and the right HHD, respectively, and \( H_{e,L} \) and \( H_{e,R} \) denote the estimated (anechoic or reverberant) RTFs between the HHD reference microphones and the eMic. The construction of the RTF vectors is schematically depicted in Fig. 2.

4. RTF estimation methods

In this section we describe three different methods to estimate the RTFs \( H_{e,L} \) and \( H_{e,R} \) between the head-mounted reference microphones and the eMic which are then used in (23). Although only the estimators for \( H_{e,L} \) between the head-mounted microphones are discussed, the estimators for \( H_{e,R} \) can again simply be obtained by substituting \( \bar{R} \) for \( L \). Using the speech correlation matrix in (9), the RTF between the left reference microphone and the eMic is given by

\[ H_{e,L} = \frac{\mathbf{e}_L^T \mathbf{R}_x \mathbf{e}_L}{\mathbf{e}_L^T \mathbf{R}_y \mathbf{e}_L} = \frac{A_L}{A_L}, \]

4.1. Biased approach

Assuming a reasonable large SNR, the speech correlation matrix in (24) can simply be replaced by the (noisy) correlation matrix of the microphone signals \( \mathbf{R}_y \) in (11), leading to the biased estimator

\[ \hat{H}_{e,L} = \frac{\mathbf{e}_L^T \mathbf{R}_y \mathbf{e}_L}{\mathbf{e}_L^T \mathbf{R}_y \mathbf{e}_L} = \frac{\mathbf{E}\{\mathbf{Y}_y^2\}}{\mathbf{E}\{\mathbf{Y}_y^2\}}. \]

Generally, by using the biased estimator in (25) to estimate \( H_{e,L} \) and \( H_{e,R} \), the RTF vectors in (23) are not parallel.

4.2. MVDR pre-processed RTF estimation

An alternative approach to estimate the RTFs was proposed in [13], where it was proposed to pre-process the head-mounted microphones using an MVDR beamformer. The binaural MVDR beamformer only using the HHDs can be written in terms of the anechoic RTF vectors \( \mathbf{h}_L(\theta) \) and \( \mathbf{h}_R(\theta) \) as

\[ \mathbf{w}_{H,L} = \begin{bmatrix} \mathbf{h}_L(\theta) \\ H_{e,L} \end{bmatrix}, \quad \mathbf{w}_{H,R} = \begin{bmatrix} \mathbf{h}_R(\theta) \\ H_{e,R} \end{bmatrix}. \]

where \( \mathbf{w}_{H,L} \) is the \( (M - 1) \times (M - 1) \)-dimensional noise correlation matrix only using the head-mounted microphones. The MVDR pre-processed (biased) RTF estimate is then given by

\[ H_{e,L}^{\text{PP}} = \frac{\mathbf{E}\{\mathbf{Y}_y^2 \mathbf{w}_{H,L} \}}{\mathbf{E}\{\mathbf{w}_{H,L}^H \mathbf{Y}_y \}} = \frac{\mathbf{e}_L^T \mathbf{R}_y \mathbf{w}_{H,L}^H}{\mathbf{w}_{H,L}^H \mathbf{R}_y \mathbf{w}_{H,L}}. \]

By substituting \( \mathbf{w}_{H,L} \) in (27) it can easily be shown that \( H_{e,L}^{\text{PP}} = H_{e,L} \frac{A_L}{A_L} \) and hence, by using the pre-processed estimator in
(27) the RTF vectors in (23) are parallel, what leads to the mapping of the residual noise to the position of the desired speech source.

4.3. Covariance whitening

Covariance whitening is a well-known approach to estimate RTFs [14, 15, 17]. The noise correlation matrix can be factorized into a lower triangular matrix L and its conjugate transpose $L^H$ using the Cholesky decomposition, i.e., [15, 17]

$$R_n = LL^H, \quad R_n^{-1} = L^{-H}L^{-1}. \quad (28)$$

Using (28), the pre-whitened correlation matrix of the microphone signals is given by

$$R_w = L^{-1}R_nL^{-H}. \quad (29)$$

The eigenvalue decomposition (EVD) of this pre-whitened matrix is given by

$$R_w = VAV^H, \quad (30)$$

with $V$ an $M \times M$-dimensional matrix containing the eigenvectors and $A$ an $M \times M$-dimensional diagonal matrix containing the eigenvalues. Using the eigenvector $v_{\max}$ that corresponds to the largest eigenvalue, the RTF can be estimated as [15, 17]

$$H_{e,L}^{cw} = \frac{e_1^TVv_{\max}}{e_1^TVv_{\max}} \quad (31)$$

Compared to the MVDR pre-processed approach in Section 4.2, the covariance whitening approach aims at estimating the reverberant RTFs and hence, the RTF vectors in (23) are not parallel.

5. Experimental results

5.1. Setup

All signals were recorded in a laboratory with variable acoustics ($7 \times 6 \times 2.7 \text{ m}$) where the reverberation time was set to about 350 ms. We used two behind-the-ear (BTE) hearing aid dummies each having two microphones with an intermicrophone distance of about 7.6 mm, and an external microphone, i.e., $M = 5$ microphones in total. The hearing aids were placed on the ears of a head-and-torso simulator (HATS) that was placed in the middle of the room. The desired speech source was played back by a loudspeaker placed at about 2 m distance to the middle of the head at an angle of about 35°, i.e., on the right side of the HATS. The background multi-talker noise was realized by four loudspeakers in the corners of the room that were facing the corners and playing back uncorrelated multi-talker noise. Fig. 3 shows the measured input noise MSC using the first microphone of each hearing aid as reference microphone. The speech and noise signals were recorded separately such that we were able to mix them at different input SNRs afterwards. The external microphone was placed at 0.5 m distance to the desired speech source parallel to the viewing direction of the HATS.

For the anechoic RTF vectors $\hat{h}_L(\theta)$ and $\hat{h}_R(\theta)$ used in (23) we used the database presented in [24] who used similar hearing aid dummies in an anechoic room. We assumed a DOA of 35° and chose the respective measurements from the database. The processing was done at a sampling rate of 16 kHz using an STFT-based weighted overlap-add framework with a frame length of 16 ms (256 samples) and a frame shift of 50%. The input signals consisted of 2 s noise-only followed by 18 s of speech-plus-noise. The noise correlation matrix $R_n$ was estimated during the noise-only part, whereas the microphone signal correlation matrix $R_s$ was estimated during the speech-plus-noise part. The RTFs between the reference microphones and the external microphone were estimated using $R_e$ and $R_s$, cf. Section 4. The obtained filters in (22) were applied to the complete signal.

We evaluated four different filters, namely

- the binaural MVDR beamformer in (26) only using the head-mounted microphones ($w_{\text{H1}}$)
- the binaural MVDR-N beamformer in (22) using either the biased RTF estimate in (25) ($w_{\text{b}}^n$), the pre-processed RTF estimate in (27) ($w_{\text{pp}}^n$) or the covariance whitening RTF estimate in (31) ($w_{\text{cw}}^n$).

As objective performance measures we used the intelligibility-weighted SNR (iSNR) [26] improvement for the left and the right hearing aid relative to the reference microphone signals, the MSC error comparing the input noise MSC (cf. Fig. 3) with the output noise MSC, and the ILD and ITD errors comparing the input speech ILD and ITD with the output speech ILD and ITD. All measures have been averaged over all frequencies. We set up two experiments where we changed either the input iSNR or the mixing parameter $\eta$.

5.2. Experiment 1

In the first experiment we varied the input iSNR in the right reference microphone (iSNR$_{R_{\text{H1}}}^n$) from $-10$ dB to 5 dB in steps of 5 dB. This led to the input iSNRs for the left reference microphone (iSNR$_{L_{\text{H1}}}^n$) and the eMic (iSNR$_{\text{EMic}}^n$) as shown in Table 1. The mixing parameter was set to $\eta = 0$ such that the filter in (22) is equal to the binaural MVDR beamformer $w_{\text{H1}}$.

The results are depicted in Fig. 4. As can be observed, the performance of the filter $w_{\text{H1}}$ does not depend on the input iSNR, whereas for the filters that exploit an RTF estimate between the reference microphones and the eMic the input iSNR influences the performance. The binaural MVDR beamformer using the covariance whitening RTF estimate $w_{\text{cw}}^n$ clearly outperforms all other filters in all objective measures.

It can be observed especially for the right iSNR improvement that the covariance whitening RTF estimate is less affected by a low input iSNR. For all values of the right input iSNR the covariance whitening RTF estimate leads to the highest output iSNR for both the left and the right side. Further, the filter using the pre-processed RTF estimate $w_{\text{pp}}^n$ always leads to a higher output iSNR than the filter using the biased RTF estimate $w_{\text{b}}^n$. The filter $w_{\text{H1}}$ always leads to the lowest output iSNR.

For the MSC error of the noise component the filters using

<table>
<thead>
<tr>
<th>iSNR$^{\text{H1}}_{\text{R}}$ [dB]</th>
<th>-10</th>
<th>-5</th>
<th>0</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>iSNR$^{\text{H1}}_{\text{L}}$ [dB]</td>
<td>-14.5</td>
<td>-9.5</td>
<td>-4.5</td>
<td>0.5</td>
</tr>
<tr>
<td>iSNR$^{\text{H1}}_{\text{EMic}}$ [dB]</td>
<td>-2.5</td>
<td>2.5</td>
<td>7.5</td>
<td>12.5</td>
</tr>
</tbody>
</table>

Table 1: Input intelligibility-weighted SNRs

Figure 3: Input noise MSC generated by four loudspeakers.

MSC in Figure 3: Input noise MSC generated by four loudspeakers

The filter $w_{\text{H1}}$ always leads to the lowest output iSNR.

For the anechoic RTF vectors $\hat{h}_L(\theta)$ and $\hat{h}_R(\theta)$ used in (23) we used the database presented in [24] who used similar hearing aid dummies in an anechoic room. We assumed a DOA of 35° and chose the respective measurements from the database. The processing was done at a sampling rate of 16 kHz using an STFT-based weighted overlap-add framework with a frame length of 16 ms (256 samples) and a frame shift of 50%. The input signals consisted of 2 s noise-only followed by 18 s of speech-plus-noise. The noise correlation matrix $R_n$ was estimated during the noise-only part, whereas the microphone signal correlation matrix $R_s$ was estimated during the speech-plus-noise part. The RTFs between the reference microphones and the external microphone were estimated using $R_e$ and $R_s$, cf. Section 4. The obtained filters in (22) were applied to the complete signal.

We evaluated four different filters, namely

- the binaural MVDR beamformer in (26) only using the head-mounted microphones ($w_{\text{H1}}$)
- the binaural MVDR-N beamformer in (22) using either the biased RTF estimate in (25) ($w_{\text{b}}^n$), the pre-processed RTF estimate in (27) ($w_{\text{pp}}^n$) or the covariance whitening RTF estimate in (31) ($w_{\text{cw}}^n$)

As objective performance measures we used the intelligibility-weighted SNR (iSNR) [26] improvement for the left and the right hearing aid relative to the reference microphone signals, the MSC error comparing the input noise MSC (cf. Fig. 3) with the output noise MSC, and the ILD and ITD errors comparing the input speech ILD and ITD with the output speech ILD and ITD. All measures have been averaged over all frequencies. We set up two experiments where we changed either the input iSNR or the mixing parameter $\eta$.

5.2. Experiment 1

In the first experiment we varied the input iSNR in the right reference microphone (iSNR$_{R_{\text{H1}}}^n$) from $-10$ dB to 5 dB in steps of 5 dB. This led to the input iSNRs for the left reference microphone (iSNR$_{L_{\text{H1}}}^n$) and the eMic (iSNR$_{\text{EMic}}^n$) as shown in Table 1. The mixing parameter was set to $\eta = 0$ such that the filter in (22) is equal to the binaural MVDR beamformer $w_{\text{H1}}$.

The results are depicted in Fig. 4. As can be observed, the performance of the filter $w_{\text{H1}}$ does not depend on the input iSNR, whereas for the filters that exploit an RTF estimate between the reference microphones and the eMic the input iSNR influences the performance. The binaural MVDR beamformer using the covariance whitening RTF estimate $w_{\text{cw}}^n$ clearly outperforms all other filters in all objective measures.

It can be observed especially for the right iSNR improvement that the covariance whitening RTF estimate is less affected by a low input iSNR. For all values of the right input iSNR the covariance whitening RTF estimate leads to the highest output iSNR for both the left and the right side. Further, the filter using the pre-processed RTF estimate $w_{\text{pp}}^n$ always leads to a higher output iSNR than the filter using the biased RTF estimate $w_{\text{b}}^n$. The filter $w_{\text{H1}}$ always leads to the lowest output iSNR.

For the MSC error of the noise component the filters using
parallel RTF vectors \( (w_H^{wH} \text{ and } w_B^{wB}) \) lead to a constant value, whereas the filters using non-parallel RTF vectors \( (w_B^{wB} \text{ and } w_H^{wH}) \) lead to smaller errors. The MSC error of the noise component decreases with increasing right input iSNR for the filter using the biased estimate \( w_B^{wb} \) and increases for the filter using the covariance whitening estimate \( w_B^{wcw} \). While \( w_H^{wcw} \) outperforms \( w_B^{wb} \) for low right input iSNRs, the biased approach leads to the smallest MSC error for the highest right input iSNR and hence outperforms all other filters in this condition.

The ILD error of the speech component does not vary much with changes of the right input iSNR, but \( w_B^{wcw} \) outperforms all other filters in all conditions.

The ITD error of the speech component is constant over all conditions for the filters using the parallel RTF vectors \( (w_H^{wH} \text{ and } w_B^{wB}) \) and decreasing with increasing right input iSNR for the filters using non-parallel RTF vectors \( (w_B^{wb} \text{ and } w_B^{wcw}) \), while \( w_H^{wcw} \) outperforms \( w_B^{wb} \).

In conclusion, it appears that even when using anechoic RTFs for the head-mounted microphones, using reverberant RTF estimates between the reference microphones and the external microphone (as in \( w_B^{wb} \) and \( w_B^{wcw} \)) may lead to slight binaural cue preservation of the noise without even applying partial noise estimation.

5.3. Experiment 2

In the second experiment we set the input iSNR in the right reference microphone to \(-5\) dB (cf. Table 1) and varied the mixing parameter \( \eta \) in (22) from 0 to 0.2 in steps of 0.05. The results for the second experiment are depicted in Fig. 5. The binaural MVDR beamformer using only the head-mounted microphones \( w_H \) is obviously not affected by the mixing parameter \( \eta \) but yields a reference of the filter performance without incorporating an eMic.

In terms of iSNR improvement the performance of the binaural MVDR-N beamformer using an external microphone is better than the binaural MVDR beamformer only using the head-mounted microphones for small values of \( \eta \). This effect decreases with increasing \( \eta \), i.e., the output iSNR of the binaural MVDR-N beamformer is decreasing with \( \eta \). For low values of \( \eta \) the filter using the covariance whitening RTF estimate \( w_H^{wcw} \) clearly outperforms all other filters, while for larger \( \eta \) the distance to the other filters decreases. Hence, it appears that \( \eta \) has higher influence on \( w_H^{wcw} \) than on \( w_H^{wb} \) and \( w_H^{pp} \). The pre-processing done in \( w_H^{pp} \) proves beneficial for all values of \( \eta \) compared to the filter using the biased estimate \( w_B^{wb} \).

The MSC error of the noise component is decreasing with \( \eta \) for the binaural MVDR-N beamformer, which is intuitively clear because more and more of the noisy reference microphone signal is added to the beamformer output. The filter \( w_H^{wcw} \) clearly outperforms all other filters, while \( w_B^{wb} \) only slightly outperforms \( w_H^{pp} \) for very small values of \( \eta \).

The ILD and ITD errors of the speech component are decreasing with increasing \( \eta \) for the binaural MVDR-N beamformer. Please note, that in theory the ILD and ITD errors of the speech component are equal to 0 but due to the use of anechoic RTFs these errors occur. The filter \( w_H^{wcw} \) again outperforms all other filters, while \( w_B^{wb} \) outperforms \( w_B^{wcw} \) in terms of ITD error, and \( w_H^{wcw} \) in terms of ITD error.

6. Conclusions

In this paper we investigated the influence of three different RTF estimators that estimate the RTFs between the reference microphones of two head-mounted hearing devices and an external microphone on the noise reduction and binaural cue preservation performance of the binaural MVDR-N beamformer using recorded signals. The estimator using so-called covariance whitening outperformed the other estimators. Additionally, it appeared that using anechoic RTFs for the head-mounted microphones and reverberant RTFs for the external microphone leads to slight binaural cue preservation without even applying partial noise estimation.
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Figure 5: Results of the second experiment where the mixing parameter $\eta$ has been changed and the right input iSNR has been set to $-5$ dB.
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